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Foreword

In the Smart Environment work package in the SysSec network of excellence,
we especially consider the security of networks and devices that comprise
smart environments. In this third deliverable, Advanced Report on Smart En-
vironments we study the so-called “smart grid”. In Europe and elsewhere,
the electrical grid is transitioning into the smart grid to increase flexibility
and accommodate large scale energy production from renewable sources.
This transition involves, among other steps, the installation of new, ad-
vanced equipment, including the replacement of traditional domestic elec-
trical meters with smart meters, and remote communication with devices;
for example, allowing remote access to an unsupervised energy production
site. In the past, the easiest way to attack the electrical grid would have
been to physically access and destroy components. However, with the in-
troduction of the smart grid and its increased dependence on information
and communication technologies, the future grid may be vulnerable to per-
nicious cyber attacks performed remotely.

As emphasized in the Second Report on Threats on the Future Internet
and Research Roadmap (2012), the smart grid with its SCADA systems and
advanced metering infrastructure is a critical infrastructure with such fast
cross-disciplinary development, that security issues exist and may become
worse unless the research community focuses on these problems and the
special requirements for this type of environment.

The objective of this deliverable is to give a broad survey of the ongoing
research related to the smart grid. As very large datasets are produced
to control the smart grid, we also include sections on consumer privacy
and scalable data processing with a focus on building a defense framework.
Finally, we highlight research areas from partners of the consortium: for
example a new methodology to analyze the firmware of embedded devices,
such as smart meters.
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Previous deliverables in this series

In the first deliverable, Report on The State of the Art in Security in Sensor
Networks, we considered low-capability devices such as sensor nodes and
their respective networks. Research-wise, we considered the fundamental
network-service algorithms for such environments.

In the second deliverable, Intermediate Report on the Security of The Con-
nected Car, we considered a specific application area to focus the discussion.
The connected car, as a research area, is being developed actively both by
industry and in academia and with reported security problems.
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1
Introduction

1.1 Background

The electrical distribution grid is being transitioned from the traditional grid
into the new so-called smart grid, partly to become more flexible and to
be able to accommodate large energy production from renewable sources.
This transition involves, among other steps, the installation of advanced
equipment in places where it previously was not found. This includes, but
is not limited to smart meters replacing the traditional domestic electrical
meters.

While the current definition of a smart grid is abstract, it can crudely be
summarized as “electricity networks that can intelligently integrate the be-
havior and actions of all users connected to it – generators, consumers and
those that do both – in order to efficiently deliver sustainable, economic and
secure electricity supplies” [208]. Simply put, the main purpose is to extend
the traditional network so it becomes more flexible by adding new equip-
ment and a management layer; this layer controls the equipment, making
the system robust, flexible and easier to administer. This change is necessary
to, among other reasons, accommodate the use of more renewable energy
sources. Today the primary globally-consumed resource to produce electri-
cal energy is coal, which together with natural gas and oil account for 67%
of the total energy produced in 2009 [176]. Nuclear power covers another
13%, while the main source of renewable energy comes from hydroelectric
plants (16%). Solar, wind and geothermal energy cover only 3% of the en-
ergy production. However, the long-term strategy of many countries is to
use more renewable energy. Germany, for example, has announced that all
nuclear plants operational from before 1980 will be shut down, and that by
2022 all nuclear power production should be shut down [43]. The plan is
to replace the nuclear energy with renewable energy, which by 2020 should
count for 35% of the national energy production, i.e. double than what it is
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INTRODUCTION

Figure 1.1: Smart grid conceptual model [172]

today, as well as to decrease the total electricity consumption by 10%. The
migration to use more renewable energy is one factor driving the adoption
of the smart grid, together with the expected wide adoption of hybrid ve-
hicles as well as a better utilization of produced energy, meaning that both
the traditional energy transmission and distribution networks are being up-
graded.

1.2 Conceptual model for the smart grid

The U.S. National Institute of Standards and Technology (NIST) provided
a conceptual model which can be used as a reference for the research and
development of a framework to achieve interoperability of smart grid sys-
tems and devices [172]. The conceptual model defines the most important
domains of the smart grid as shown in Figure 1.1. Here we briefly review
the domains. Note that there exist more standards from different areas,
countries or organizations, e.g. China [214] or IEEE P2030 [121]. We refer
to [193, 227] for a comparison between the different standards.

• Bulk generation domain: Energy generators that can use different re-
sources to generate electricity. There the electricity can also be stored
for the usage of resource scarcity. The bulk generation domain com-
municates with the transmission domain and market domain to over-
come different quality of service issues such as scarcity and generation
failure by routing electricity from different resources.

• Transmission domain: Transmission is the bulk transfer of electrical
power from generation sources to distribution through multiple sub-
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1.2. CONCEPTUAL MODEL FOR THE SMART GRID

stations. The responsibility of the transmission domain is to maintain
the stability of the electric grid by balancing the generation with load
across the transmission network. The transmission network is typi-
cally monitored and controlled through a SCADA system composed of
a communication network, monitoring devices, and control network.

• Distribution domain: This domain is the electrical interconnection be-
tween the transmission domain and the customer domain. It does not
only include the electricity delivery to the customers, but also includes
the metering for consumption, distributed storage, and distributed en-
ergy generation in order to balance the customer demands and the
energy availability. It is within this domain and in the customer do-
main that you would find the so-called Advanced Metering Infrastruc-
ture (AMI).

• Operation domain: The main responsibility of the operation domain
is to analyze and operate power transmission and distribution reliably
and efficiently. The operation domain communicates with the trans-
mission and distribution domains to get information of system states,
e.g. network connectivity, loading conditions, control device status.

• Market domain: In the market domain grid assets are bought and sold.
Communications between the market domain, the energy generation
domain, and the customer domain are important for efficient matching
of energy supply and consumption.

• Service provider domain: Service providers in the smart grid manage
services like billing and customer account management. They also
help the customer for management of energy use and home energy
generation. Communication with the operation domain and market
domain is important for the service providers, since they need to know
the metering values, information about system status and help cus-
tomers to interact with the market domain.

• Customer domain: Customers can consume, store and generate elec-
tricity. The customer domain can be divided into sub-domains, includ-
ing home, commercial buildings, and industrial buildings. In the smart
grid system, customers should be enabled to monitor and control their
smart devices (further expanded in Chapter 8 about smart homes).
It is also necessary that they communicate with distribution, opera-
tion, market and service provider domains. Thus the communications
within the domain as well as to other domains are important.

Upgrades in parts of the smart grid are going faster than in others. For
example, the EU mandates that all the metering devices present in the tra-
ditional energy distribution network should be replaced with smart meters
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INTRODUCTION

by 2020, in an attempt to better control and monitor the energy consump-
tion. Some countries have already completed the installation of smart me-
ters in the distribution network, such as Sweden, Germany, Italy, and the
UK. Smart meters allow remote reading of consumption, hopefully influenc-
ing consumer behavior with near-real-time measurements. However, me-
ters will also have other functions such as promptly alerting the distribution
company of electrical problems occurring at the site of the customer (such
as power outages), and maybe even controlling when consumer devices are
allowed to run.

The smart meters, together with other components in the distribution
network, form the Advanced Metering Infrastructure (AMI). The AMI should
be able to provide information in the future of accurate real-time consump-
tion as well as other electric network properties to guide grid operation and
also energy production. Other smart grid domains also contain specialized
industrial control systems, such as the Distributed Control System (DCS) and
the Supervisory Control And Data Acquisition (SCADA) system.1

The AMI and the SCADA system are two very important parts of the
information collection done in the smart grid and we will focus on these
two systems when discussing protection from attacks in the smart grid.

1.3 The need for security in the smart grid

Many of the components in the smart grid were never designed with security
in mind and common communication protocols may lack important security
properties; components may simply trust any command sent to them. As
long as the networks were localized and isolated, one could argue that it
was equally easy to physically attack the grid as it would be to launch a
cyber attack as one would have to launch an attack separately for each iso-
lated component. However, nowadays this is no longer true; the individual
components and networks of the smart grid, as well as of many other crit-
ical infrastructures, are no longer isolated but can be reached through the
Internet. The attacker motivation is also clear: the electricity network is a
critical infrastructure in society and if it fails, many other systems will in
turn cease to function correctly.

The focus of security is thus much stronger in any new component de-
ployed for the smart grid. However, even if many of the security issues in the
smart grid are well-known problems in the information and communication
technology (ICT) domain, such as buffer overflows in devices and sloppy
implementations of cryptographic protocols, the solutions from the more
mature ICT domain may not be directly applicable to the smart grid due to
resource-constrained devices (smart meters), the life cycle of components

1As the functionality of these systems have grown closer together, we will in some parts
of this deliverable simplify the presentation by only using the term SCADA system.
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(there will always be legacy systems) or the impossibility of immediately
shutting down and patching a machine that needs to run 24/7.

There are also challenging new problems originating from the intersec-
tion between the electrical engineering and ICT domains, for example where
a cyber attack (buffer overflow) in turn affects properties of the electrical
grid (power quality), which in turn may propagate back to the ICT domain
(vulnerability of control loop). Many of the devices are deployed in the field
with little or no physical protection meaning that they run the risk of device
tampering.

We discuss attacks against SCADA systems and AMI in further detail in
Chapter 2.

1.4 Overview of this deliverable

The smart grid is a complex system of different domains, and to make such
a system reliable and secure is challenging. It is important and helpful to
study the various characteristics, especially reliability and security require-
ments of the different domains used in the smart grid. In this report, we
focus on research related to the communication in the domains or between
the domains. We also survey existing detection mechanisms being devel-
oped by the research community.

Many of the components now being deployed will create very big datasets,
offering both possibilities (in detection and control) as well as challenges
(how to analyze the data efficiently). In its current implementation, data
processing solutions in smart grids are centralized and will not scale accord-
ingly to the increasing amount of sources and data. To this end, distributed
and parallel data processing are needed for better scalability while com-
plying with given time requirements, be it for grid stability or for security
monitoring purposes. For that reason, we survey scalable processing of data
and provide an outlook on how the so-called streaming paradigm can be
used both for grid control as well as in different defense frameworks.

Finally, we also describe four research projects connected to SysSec part-
ners in greater depth: trusted computing within the smart grid, the possible
future of smart homes, improved analysis methodology for embedded de-
vices within the smart grid, and an analysis of how the power quality can be
influenced by compromising smart meters.

More specifically, Chapter 2 motivates the need for security in the smart
grid and lists known attacks for SCADA systems as well as attacks in the
advanced metering infrastructure. Given the sensitive nature of the data
collected, Chapter 3 surveys important results in regards to consumer pri-
vacy. An overview of the communication used in different parts of the smart
grid is given in Chapter 4. We discuss detection frameworks in Chapter 5.
We then turn to the need for efficient data processing and give an overview
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of the streaming paradigm and how it is used for detection within the smart
grid (Chapter 6). In the final four chapters we highlight ongoing research,
before concluding the report.
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2
Attacks in the smart grid: SCADA systems and AMI

2.1 Introduction

Several key characteristics of smart grids could motivate malicious activi-
ties [105]. An attacker might for example be interested in gaining access
to a huge communication infrastructure other than the Internet. Such in-
frastructure would also imply access to millions of devices which, although
having constrained resources, could provide a powerful aggregated compu-
tational power. Unauthorized access could also be conducted to steal sen-
sitive customer information, which would have high financial value if sold
(e.g., to competitor companies) or to illegally monitor household activities
(as discussed in [166], behavioral patterns can be easily extracted using ba-
sic statistical methods). Finally, access to a smart grid infrastructure could
be motivated by the high visibility and impact in case of disruption.

These goals could be achieved following different steps, either “cyber”
or “physical”. Physical steps are not of particular interest in the context
of this deliverable, since they usually require physical countermeasures to
protect the infrastructure. As an example, physical tampering of a smart
meter or removal of a concentrator unit in charge of collecting data from
several smart meters could be avoided by protecting or restricting the access
to devices installed in public places.

Among the different steps that can be performed by an attacker, we are
particularly interested in the ones that actively depend on the communica-
tion channels used by the devices and that can be detected by processing
the data exchanged among the latter.

In later chapters we will describe how such attacks could be detected or
mitigated in the context of smart grids. However, it is important to grasp
the strong connection between the cyber and physical dimensions of such
threats in the context of smart grids before proceeding to the actual attack
detection descriptions. As discussed in [165], cyber threats launched against
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ATTACKS IN THE SMART GRID

devices in smart grids might result in physical damage, which in turn might
result in real-world threats. As an example, a distributed denial of service
(DDoS) attack might be conducted instructing thousands of smart meters
to flood with messages of a specific power station, which might crash and
result in a blackout affecting the energy supply of an hospital. It should
be noted that complex DDoS attacks might involve different applications
running in the smart grid. As an example, a DDoS attack could be carried
out instructing smart meters to report wrong consumption values. If such
readings are processed by a demand response application in charge of con-
trolling the supply based on future consumption predictions, a sudden peak
in the consumption could lead to a blackout.

Two of the very important control systems of the envisioned smart grid
are the SCADA systems and the Advanced Metering Infrastructure (AMI),
as discussed in the overview in Chapter 1. SCADA systems can be found in
many critical infrastructures, not just in connection to the smart grid. The
AMI, on the other hand, is an integrated module in the grid and its deploy-
ment may differ depending on in which region of the world it is deployed
and the local laws and regulations.

Discussing attacks in conjunction with critical infrastructures is difficult.
Many companies do not disclose any details about such events. However,
SCADA systems have existed for many years, and some attacks have been
documented. For the AMI, most of the suggested attacks are only described
in the scientific literature. We give a brief overview of attacks in the two
environments here, and return to the topic when we also discuss detection
methodologies.

2.2 Attacks against SCADA systems

The first incident on a SCADA system dates back to 1982, when a Trojan sup-
posedly infected the Industrial control system (ICS) that controlled the so-
called “Siberian Pipeline” and caused an explosion equivalent to 3 kilotons
of TNT [160]. Further exacerbating this scenario, today’s SCADA-controlled
systems are widespread, given the market traction of smart grids and smart
buildings, and thus more appealing to offenders [234, 216, 239]. Although
SCADA implementations can vary from vendor to vendor, the specifications
of the control protocols (e.g., PLC) are publicly available1 and the devices
can be acquired by anyone given enough funding. In addition, the control
software runs on general purpose OSs (e.g., Windows), and were originally
deployed in isolated environments where network connectivity was not con-
sidered. Needless to say, SCADA software comes with several serious vul-

1http://www.modbus.org/docs/Modbus_over_serial_line_V1.pdf
https://www.ashrae.org/resources--publications/bookstore/standard-
135
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2.2. ATTACKS AGAINST SCADA SYSTEMS

nerabilities2, most of them caused by buffer-overflow and input validation
bugs, which culminated in experts entitling SCADA security as being “laugh-
able”3. Unfortunately, these vulnerable ICS are publicly accessible over the
Internet. One such center of exploits is called SHODAN4, a search engine
tailored at finding and exposing online embedded devices such as webcams,
routers, power plants or even wind turbines. Unsurprisingly, “scada” is the
most searched term on SHODAN. How well these exploits perform in real-
world scenarios, however, is hard to estimate.

According to the information that CERTS and governments collected,
offenders increasingly targeted critical infrastructures of countries: The In-
dustrial Control Systems-Cyber Emergency Response Team (ICS-CERT) re-
sponded to 198 incidents against CIs in 2012, 52% more than the previous
year. The two most impacted sectors in 2012 are energy (41% of reported
incidents) and water (15%)5.

There are debates among the researcher’s community about the accuracy
of the answers collected in a recent survey conducted by SANS among indus-
tries and organizations that adopt SCADA and process-control systems6. De-
spite such debates, the survey corroborates the anecdotal belief that SCADA
and ICS adopters are aware of the security risks. Roughly 50% of the partic-
ipants reported that they are taking countermeasures that include patching,
access control and log analysis. Unfortunately, the PLC layer appears to be
a weak spot, where it is often difficult to deploy proper monitoring mecha-
nisms.

For instance, the Stuxnet [84] infection of 2009–2010, which influenced
thousands of devices, reached very sensitive targets. A recent report7 de-
scribes that earlier versions of the sophisticated cyber weapon contained
other known versions of the malicious code that were reportedly unleashed
by the U.S. and Israel several years ago, in an attempt to sabotage Iran’s
nuclear program.8 This indicates that Stuxnet was active about two years
before the main incident. It also implies that none of the two campaigns
of Stuxnet (2007 and 2009–2010) had a serious impact on Iran’s nuclear
facilities, the avowed main target of the attack. Even though Stuxnet es-
sentially failed, an important fact remains true: Stuxnet was developed (by

2http://scadahacker.com/vulndb/ics-vuln-ref-list.html
3https://threatpost.com/en_us/blogs/state-scada-security-

laughable-researchers-say-020312
4http://www.shodanhq.com/
5http://resources.infosecinstitute.com/scada-security-of-critical-

infrastructures/
6https://www.sans.org/reading_room/analysts_program/sans_survey_

scada_2013.pdf
7http://www.symantec.com/content/en/us/enterprise/media/security_

response/whitepapers/stuxnet_0_5_the_missing_link.pdf
8http://arstechnica.com/tech-policy/2012/06/confirmed-us-israel-

created-stuxnet-lost-control-of-it/
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nation states offices, as some experts argue) with careful planning and use
of product-specific 0-day vulnerabilities, and it had the potential and the
opportunity of causing serious damage on a national level.

The widespread belief that standard protection tools (e.g., VPNs, fire-
walls, etc.) would suffice to secure network-connected SCADA equipment
is just a myth. In fact, Stuxnet reached its targets from an infected USB
drive. Then, it used other exploits and local-network probing techniques
to find and infect other targets within the production environment. This at-
tack vector is impossible to restrict with network-based access control alone.
Instead, a full-blown security infrastructure, including access and account
policies would be needed. Something that is not even supported by most
SCADA systems and their backbones.

Subsequent milestones were Duqu (2011) and Flame (2012), both de-
signed with intelligence gathering purposes, although Flame is more oppor-
tunistic as it spreads also to mobile devices and uses ambient sensors (e.g.,
microphone) to steal information. These are two examples of the second
most important effect of cyber weapons: espionage. Due to the similarity of
some code fragments of Duqu, Flame and the variants of Stuxnet, it is not
unrealistic to conclude that Duqu was designed to be the precursor of the
next Stuxnet [59], to gather intelligence about CI targets.

If Flame will be the precursor of the often predicted “year of cyber at-
tacks (2013)”, remains to be seen.

2.3 Attacks in the Advanced Metering Infrastructure
(AMI)

Contrary to many other industrial control systems, the smart metering is still
in a phase of development and is being rolled out in a number of countries.
In Sweden and Italy, the adoption is almost complete and the rest of Europe
is following in the same footsteps. Given the novelty of the platform, no
known targeted attack has been discovered and discussed openly as with,
for example, Stuxnet described above. However, there have been actual
attacks and the scientific literature also describes possible paths an attacker
may take. The following is a list of attack goals that have been discussed in
the scientific literature and in other forums:

• energy fraud

• large scale DoS attack

• destabilization of parts of the grid

• detailed profiling of end clients (issues of privacy)

• targeting specific meters
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One of the most commonly discussed goals of an attack would be energy
fraud, where a customer would be able to lower his or her electricity bill.
Even though not a particularly sophisticated goal, it is one of the few attacks
that is claimed to have happened in the wild against the smart meter infras-
tructure. KrebsonSecurity [139] has reported that the FBI has investigated
meter fraud involving many customers in a country, which may have cost
the utility several hundreds of millions of dollars.

In a presentation at Black Hat 2009, a researcher showed how a smart
meter deployment could be compromised and then used for a DoS attack [70].
As discussed in [105], a DDoS attack against a device deployed in the smart
grid (e.g., a Data Collection Unit (DCU)) will usually consist of three steps:
1) installation of malware on the meters, 2) coordination of the attack cam-
paign and 3) flooding of the DCU. Using similar techniques to compromise
meters, it has also been shown that the power quality of the grid can be
influenced under certain conditions if the attacker has fine-grained control
of the remote power switch of the smart meter [65].

These three types of attacks have also been discussed by McLaughlin et
al. [158]. They list broad potential attacker goals and use these to create
real attack scenarios, covering energy fraud, denial of service, and targeted
disconnect of electrical services.

However, from a consumer perspective, the largest concern with smart
meters are usually whether the data collection is privacy invasive, especially
if the measurements are fine grained. It has been demonstrated that even
the television channel can be determined with smart meter data [63]. We
devote a separate chapter to privacy (see Chapter 3).

Given the homogeneous nature of a single deployment, a single attack
may target many of the meters and thus easily achieve large scale energy
fraud or destabilization of parts of the network. However, in some cases
an attacker may target specific meters for specific purposes. For example, a
targeted attack against a politician may read the energy profiles for possible
blackmailing purposes. Single, but important, meters controlling alarm sys-
tems may also be targeted in conjunction with other types of attacks (break-
ins). Skopik and Ma [207] describe the attacker incentives differently, as
financial gain, personal revenge, and chaos.

It should be noted that smart meters are quite rudimentary, with not
much protection. Companies in different countries have chosen different
types of implementation (further described in Chapter 4 where any of GPRS,
powerline communication, or ZigBee networks may be used for communi-
cation), so one attack that works in one country might not work in another
country. However, within the same deployment the meters are very homo-
geneous – if it is possible to compromise one meter, it is probably possible
to compromise many.

There do not exist many tools to analyze the security of smart meters.
In conjunction with Black Hat 2012, a tool was released to probe the optical
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port, Termineter [200], now part of Backtrack 5. The need for tools for
analysis of embedded systems is further discussed in Chapter 9.

2.4 Summary

An attacker might have many different reasons to attack the smart grid, such
as gaining access to a large communication network, espionage, fraud, or
to gain visibility by compromising a high profile target. There exists a wide
range of possible attacks, and excluding physical attacks, most attacks are
targeted either towards the SCADA systems that are used to control the in-
frastructure, or to the advanced metering infrastructure. A problem is that
most companies are unwilling to publicly announce that they have been at-
tacked, but there have been high profile incidents where more details have
been made available. SCADA systems usually have very little security and
rely on VPNs to protect them from attacks, which is of limited help if the at-
tacker gets physical access to a part of the system. When it comes to attacks
to the metering infrastructure the biggest concerns are those of fraud and
privacy. An attacker could lower or increase the reported energy consump-
tion to cause disruptions. It is also possible to gain much information about
a household simply by monitoring the energy consumption.
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Data privacy in the advanced metering infrastructure

3.1 Introduction

As a concept, Warren and Brandeis [238] gave in 1890 the definition of
“privacy” as the “right to be let alone.” Every section of the electrical grid
(generation, transmission, distribution) is under a process of transition and
modernization towards the new smart grid, where each section will produce
data of a higher frequency than before and with more types of information.
Thus, each part comes with privacy concerns but in this chapter we will fo-
cus on data collected in the Advanced Metering Infrastructure (AMI). These
are data most closely tied to an actual person and thus more sensitive than
data collected elsewhere. For example, it has been shown that even the
television channel can be determined with the metering data of a very high
frequency [63]. According to LeMay et al. [145], there can be attackers with
different motives trying to get detailed profiles of end clients. In particular,
they are curious eavesdroppers, who usually try to get the metering infor-
mation from their neighbors by listening/eavesdropping the surrounding
meters; motivated eavesdroppers, who use the metering data to get detailed
information about the behaviors of the victims, to help them plan crimes,
such as theft in a building; active attackers, who try to use the detailed pro-
files to decide how to attack the critical infrastructures in order to maximize
the damage.

A smart meter is a small embedded device whose main purpose is to
automate the energy consumption readings. It supports two-way communi-
cation and it is the main actor in the AMI. Before the smart meters, energy
consumption readings were made every month, in the best case, usually by a
human operator visiting each customer individually. With the help of smart
meters, the Electricity Distribution Company (Distribution System Operator
or shortly DSO) can obtain information about the energy consumption al-
most in real time.
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3.2 European smart grid regulation

Data privacy is usually protected by laws, which set up the framework in
which personal data are collected and processed by automatic means, the
quantity of data that should be collected and also proper specification of
the purpose for which data are collected. To the best of our knowledge,
there is no specific European Directive which covers smart metering data
privacy. Thus, these types of data are covered by the general European
Directive, EU Data Protection Directive 95/46/EC [77]. The EU directive
sets up the characteristics presented earlier and also sets up the rights of the
data subjects to be informed about the data collection process and possible
transfer of their data between entities, to be able to verify their collected
data, perform correction and to object to the way in which their data may
be used (such as direct marketing).

At a national level, the German Federal Office for Information Security
released a protection profile for the gateway of a smart metering system,1

which can be used by electricity companies for the AMI. Closely related to
this protection profile, Stegelmann and Kesdogan [217] propose an archi-
tecture called GridPriv that includes a non-trusted k-anonymity service for
pseudonymised meter data.

3.3 Privacy-preserving solutions

Siddiqui et al. [203] make an overview of some of the proposed solutions
towards preserving privacy in the smart grid and divide these into the fol-
lowing categories: anonymous credentials, third party escrow mechanisms,
load signature moderation, smart energy gateway, and privacy-preserving au-
thentication.

Anonymous credentials are based on blind signatures (similar to the ones
used in the e-cash payment systems) and have the advantage to offer privacy
protection against both DSO and third parties. The disadvantage of this
solution is that it does not provide availability of billing data and it can only
be used for pre-paid energy.

Third party escrow mechanisms [39, 80, 232] require the presence of a
trusted third party entity whose role is to anonymize the data collected from
the customers and then present it to the DSO or to aggregate the data and
present it in an anonymized form. Efthymiou and Kalogridis [80] present
a solution based on separation of data into attributable low-frequency data,
collected with a lower frequency and used for billing, and anonymized high-
frequency data, collected very often and used for grid operation. Each of
these will be reported using a different pseudonym (one public and one

1https://www.bsi.bund.de/DE/Themen/SmartMeter/TechnRichtlinie/TR_
node.html
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private) and only the trusted third party is supposed to know the connec-
tion between the anonymous pseudonym and the public one. Their solu-
tion offers privacy protection against other third parties and also provides
availability for billing data. The open question that remains is if the DSO
can later recreate low-frequency data from the high-frequency and match it
with the already available low frequency data and so breaking the privacy
(see Section 3.5).

Load signature moderation [128, 129] is a good privacy preserving method
that can be used by customers. It requires the presence of an energy storage
facility at the customer’s premises, such as an old battery from an electrical
vehicle. The customer can then even out his/her external load signature
by drawing energy from the battery in the high-load periods or by charg-
ing it during the low consumption periods or when energy is cheaper. This
method offers protection both against DSOs and other third parties and also
provides availability of billing data, because the Smart Meter will register
only the energy used from the electricity network. However, the method
has the disadvantage of requiring extra hardware.

The last two categories proposed by Siddiqui et al. [203] are smart en-
ergy gateway and privacy-preserving authentication. In the same way as
load signature moderation, these also require the presence at the customer’s
premises of a dedicated system. In the first case the system is responsible
to manage data released from the smart meter on some internal rules based
on the data requester, while in the second case its role is to create trusted
pseudo-identities that are used in requesting different energy amounts. In
the first case privacy protection and availability of billing data can be en-
forced by setting up proper rules; the second one can only be used in a
pre-paid energy scenario.

Hiding in the crowd is another method used to preserve privacy. Borges
et al. [42] present a solution based on anonymity networks in which a
customer uses two different identities to send his billing data and grid-
operational data. While the billing data is directly attributable to the cus-
tomer, the grid-operational data is forwarded to the DSO through an anonymity
network, so the customer cannot be directly identified in a group of cus-
tomers from the same network.

Focusing on demand-response schemes, Cárdenas et al. [47] present the
problem of appropriate sampling intervals in AMI as a trade-off between
keeping a good level of customer privacy and gains in the demand-response
scheme properties. They also take into consideration the economics behind
this problem as a parameter into the proper sampling scheme.
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3.4 Data aggregation and homomorphic encryption

Data aggregation can be used as a privacy-preserving solution. Before data
is aggregated, one initial step in order to prevent unlawful disclosure of
information is to perform mutual authentication [245, 246] between the
entities involved in the process. Following this, privacy against DSO’s and
third parties can be obtained by using homomorphic cryptography [42, 140,
157, 246], or by adding random noise from a known distribution of zero
mean [140, 157]. Li et al. [146] also proposed an in-network data aggrega-
tion approach which can reduce the network traffic used for reporting the
energy consumption data.

Unfortunately aggregating methods do not provide availability of billing
data and techniques based on homomorphic cryptography can be expen-
sive on devices with reduced processing power and low resources such as
the currently deployed smart meters. Homomorphic encryption is used to
encrypt the data for the privacy issue but certain algebraic operations can
stilled be performed directly on the ciphertext. In the proposed aggregation
approach, there is only additive operations, so they use Paillier cryptosys-
tems [177] which is commonly used for additive homomorphic encryption.
A brief description of Paillier cryptosystems is shown below:

Let E(·), m and r be the encryption function, a message and a random
number, respectively (m ∈ ZN and r ∈ Z∗N). Given m, the ciphertext c,
is c = E(m) = gm · rN mod N2, where g is a random number for the
base (g ∈ Z∗N2), and N is the result of a multiplication of two large prime
numbers. Then, the additive homomorphic property is as follows:

E(m1) · E(m2) =
(
gm1 · rN1

) (
gm2 · rN2

)
mod N2

= gm1+m2 · (r1r2)N mod N2

= E(m1 +m2)

Seo et al. [201] also use homomorphic encryption to construct a secure
and efficient power management mechanism. The proposed mechanism en-
ables to gather the power demands from customers securely and efficiently,
and to distribute power to the customer who has valid tickets. Furthermore,
each customer can verify whether one’s request is correctly delivered to the
utility, and each distributor can detect misbehaving customers exceeding
their consumption requests. Figure 3.1 illustrates the energy demand ag-
gregation phase in the proposed mechanism.

Instead of using homomorphic encryption to preserve information pri-
vacy, code spread scheme is proposed for reporting metering values from
the meters to the access point (AP) in the wireless communication infras-
tructure [147]. When reporting the load, each smart meter uses a random
sequence, which is also known to the AP, to spread the signal to a vector.
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Figure 3.1: Energy demand aggregation [201]. PKa is used for homomor-
phic encryption and aggregation of the customer’s demand. Vx is the energy
demand of node x, where x ∈ {4, 5, 6, 7}

.

If the random sequence is unknown to the adversary, the adversary cannot
reconstruct the metering values. Rial et al. [189] used a zero-knowledge
proof to construct a billing mechanism. In the proposed mechanism, users
combine the meter readings with a certified tariff policy, to produce a final
bill. The bill is then transmitted to the provider alongside a zero-knowledge
proof that ensures the calculation to be correct and leaks no additional in-
formation.

3.5 De-anonymization attacks

Privacy enhancing techniques should also be resistant to attacks. Jawurek
et al. [126] present the problem of breaking smart meter privacy by using
de-pseudonymization. They propose a framework based on machine learn-
ing with support vector machines for the analysis of consumption traces
and tracking consumption traces across different pseudonyms by using two
linking procedures. Linking by Behaviour Anomaly (LA) tries to link a real
ID to a consumption trace or two consumption traces together by corre-
lating anomalies that happen in the same time, for example consumption
spikes or blackouts. Linking by Behaviour Pattern (LB) tries link to different
pseudonyms for one consumer and their method can be applied even if the
consumption profiles do not overlap in time.

Buchmann et al. [44] show that identification of individual houses based
on their energy-consumption records is possible even by using simple statis-
tical tools such as means and standard deviations on a reduced number of
data features. They show that 68% of the records coming from a set of 180
houses can be re-identified by using these simple methods.
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3.6 Synthetic datasets

Large datasets of real data are important for research purposes, and because
of the privacy concerns, obtaining real (even anonymized) smart metering
data is a cumbersome process, and companies are reticent in sharing it. To
overcome this obstacle, Tomosada and Sinohara [223] propose a method to
generate virtual consumption data from real data. Such virtual data could
then be useful in the process of estimating the variation of energy load and
energy efficiency. The authors claim that this method keeps the statistical
properties of the real data while keeping customer’s privacy intact.

3.7 Summary

Smart meters allow electricity distribution companies to monitor the energy
consumption of its customers in almost real time. This raises privacy con-
cerns. Currently the gathering of data from smart meters is only covered
by the generic EU Data Protection Directive. There do exist proposed so-
lutions to the privacy problem, such as third party anonymization or using
batteries to even out the energy consumption, but these need to be evalu-
ated further before they can be put to use. Other possibilities include data
aggregation and using homomorphic encryption that allows for algebraic
operations on values without revealing their actual numerical value. Re-
gardless of the method used to anonymize the data, it must be resistant to
de-anonymization attacks. Even quite simple methods can currently be used
to identify individual houses based on their energy consumption.
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Security threats related to the communication networks

4.1 Introduction

To achieve the envisioned functionality in the smart grid, it is commonly
agreed that robust and secure communication networks play important roles
in interactivity between devices, applications, energy consumers and grid
operators. From the network point of view, the smart grid is a complex sys-
tem of different networks, and to make such a system reliable and secure is
challenging. It is important and helpful to study the various characteristics,
especially reliability and security requirements of different communication
networks used in the smart grid. Therefore we will survey the reliability and
security issues and potential countermeasures related to the communication
networks in this chapter.

Take the Advanced Metering Infrastructure (AMI) as an example. The
communication can happen in different layers: among meters, from meters
to the data concentrators, or from the data concentrators to the data cen-
ters. Communication in different layers may have different communication
protocols, which can become potential targets of malicious adversaries who
want to disturb the energy supply, get private information of energy con-
sumption in order to derive personal behavior of the victim [145], or just
reducing the electricity bill, etc.

This chapter is structured as follows: We first give an overview of the
components in the smart grid communication architecture in Section 4.2,
followed by more thorough investigations of security issues in each com-
ponent and the proposed solutions in the literature in Section 4.3. In Sec-
tion 4.4, we discuss and summarize the reliability issues in the smart grid
communication network. Parts of the above sections include description of
research conducted by SysSec partners within related projects; namely the
CRISALIS1 European project (FP7-SEC-285477-CRISALIS) on secure critical

1http://www.crisalis-project.eu/
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infrastructure environments, and the project “Algorithms for Adaptiveness
and Robustness in Electricity Networks” (SN07) within the collaboration
framework of Chalmers Energy Area of Advance2.

4.2 Smart grid components and their communication
technologies

An overview of the smart grid and its domain is presented in Chapter 1.
Before reviewing the communication technologies, we first review the con-
ceptual reference model of important components and domains in the smart
grid in order to keep their interaction patterns in mind. These interaction
patterns can help us to understand the significance of security and reliabil-
ity issues of the corresponding interconnected networks that implement the
data communications in the smart grid.

To support interactions among different domains (devices, applications),
desirable communication technologies of the smart grid must be designed
to satisfy the functionalities and performance requirements of probably het-
erogeneous subnetworks which in general can be classified as:

• Wide Area Networks (WANs), which connect distributed subnetworks
that serve power systems in geographically different locations.

• Field Area Networks (FANs), which connect devices in the electricity
distribution systems, e.g. intelligent electronic devices (IEDs), the
electrical sensors on the distribution feeders and transformers.

• Home Area Networks (HANs), which consist of customer smart devices
and the utility networks within the customer domain.

Due to the various types of networks contained in the smart grid, there is
still a lot of discussion on what technologies should be used for smart grid
data communications and how they should be implemented [210].

In the rest of this section we briefly review the communication technolo-
gies proposed in the literature. We refer the reader to [86, 95, 235] for
surveys on communication architectures and technologies in the smart grid.

In general, the proposed communication technologies can be catego-
rized into wireless technologies and wired technologies. Wireless communi-
cation has the advantage of low-cost deployment and can reach the areas
that are difficult to reach by communication wires. However, wired commu-
nication is more reliable than wireless communication regarding the signal
interferences and signal blocking by barriers [107].

2http://www.chalmers.se/en/areas-of-advance/energy/society-industry/
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Figure 4.1: Wireless mesh network [22]

4.2.1 Wireless technologies

Below we briefly review the wireless communication technologies proposed
in the literature which may be suitable for smart grid usage.

• Wireless Mesh Networks: Wireless mesh networks (WMNs) are dy-
namically self-organized and self-configured, with the nodes in the
network automatically establishing an ad hoc network and maintain-
ing the mesh connectivity. WMNs are comprised of two types of nodes:
mesh routers and mesh clients. Other than the routing capability for
gateway/bridge functions as in a conventional wireless router, a mesh
router contains additional routing functions to support mesh network-
ing [22]. As shown in figure 4.1, the mesh routers form a mesh of
self-configuring, self-healing links among themselves. Mesh clients
can access the network via mesh routers or other mesh clients. Mesh
routers can provide connectivity to other networks, such as the Inter-
net, Wi-Fi, WiMAX, cellular.

The main advantage to use WMNs in the smart grid is the increased
communication reliability and the above explained inherent flexibility
in the network connectivity. They are crucial for the electric utilities to
operate reliably over an extended period of time, even in the presence
of a network element failure or network congestion. We refer to [108]
for more detailed studies on WMNs used in electric power systems.

• Zigbee Networks: Zigbee is a wireless communication technology
that is built upon the IEEE 802.15.4 protocol stack [109] to achieve
low-complexity, low-cost and low-rate wireless connectivity. Zigbee
is an open specification which complements IEEE 802.15.4 standard
with network and security layers and application profiles [18]. It
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might be one of the most widely used communication technologies
in customer home networks (HANs) [86]. Zigbee and Zigbee Smart
Energy (SEP) have been defined as one of the communication stan-
dards for use in the customer premise network domain of the smart
grid by NIST [172]. So far there are many Zigbee certified products
(e.g. smart metering devices) from different manufacturers, such as
DEVELCO, GE, Itron, TELECOM [17].

• Cellular Networks Cellular communication has been a mature tech-
nology for data transmission for many years. Due to its established
communication infrastructure, a cellular network can be used in smart
grid communications without additional time and operational cost
to build a dedicated communication infrastructure [107]. Network
model and communication methods of using cellular networks for
communicating and controlling smart electric devices are proposed in
research literature [119, 114]. However, it is also argued that cellular
networks (2G,3G) provide good coverage and sufficient throughput
to transport metering data, but are insufficient for remote surveillance
(e.g. video surveillance), because their uplink capacity is severely con-
strained and has limited quality of service (QoS) functionality [178].
So there is need for 4G technologies such as WiMAX (Worldwide In-
teroperability for Microwave Access) and LTE (Long Term Evolution)
to help address the issues [178, 151].

• Satellite Communications Satellite communication is proposed to be
a good alternative communication method for electric system automa-
tion in order to reach remote substations where no other communica-
tion infrastructure (e.g. cellular network) exists [108]. It can also be a
backup communication method for smart grid communications when
link failures or network congestions happen in other types of com-
munication networks [81]. However, the disadvantages of satellite
communications, such as long communication delay, operation cost
and performance dependence on weather conditions and effect of fad-
ing [116], should also be taken into consideration.

• Cognitive Radio Cognitive radio is an intelligent wireless communica-
tion system which can change its operating parameters (e.g., transmit-
power, carrier-frequency, and modulation strategy) in real-time ac-
cording to its surrounding environment. Two primary objectives of
cognitive radio are: 1) highly reliable communication whenever and
wherever needed and 2) efficient utilization of the radio spectrum [111].
The key challenge in cognitive radio communications is how to make
the system intelligent, to be able to achieve the two objectives. Many
methods were proposed in the literature for adopting cognitive radio
in smart grid communications in order to achieve high volume data
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transmission [97], reliable and low-latency routing in large sensor net-
works [211], and data recovery in the presence of strong wide-band
interferences [186].

• McWiLL Networks The Multi-carrier Wireless Information Local Loop
(McWiLL) is a wireless broadband multimedia trunk system [127]. In
paper [127], the advantages for using McWiLL system in the smart
grid are discussed, such as fast communication channel setup, multi-
media applications support, reliable and efficient radio resources uti-
lization, and IP-sharing.

4.2.2 Wired technologies

Below we list important wired technologies that are used in smart grid com-
munication networks.

• Powerline Communications Powerline communication (PLC) is a tech-
nology for carrying data on a conductor also used for electric power
transmission, so that data and electricity can be transmitted simulta-
neously without constructing a dedicated communication infrastruc-
ture [108]. In the last decades, utility companies around the world
have been using PLC for remote metering and load control applica-
tions [88], due to its small deployment cost.

The role of PLC in smart grid communications has broad variations.
In [93], the usage of PLC in the electricity distribution grid is dis-
cussed. Since traditional substations in the medium voltage distri-
bution grids are not equipped with communication capabilities, us-
ing existing powerline infrastructure offers an appealing alternative
to the installation of new communication links. In the low voltage
distribution grids, PLC can also play an important role in smart meter-
ing, communication between electric vehicles and the power grid, and
transferring data seamlessly from the smart grid controller to home
networks and vice versa [86].

However, PLC is not as flexible and robust as other communication
methods, e.g., wireless communications. If the power distribution net-
work is disconnected, wireless communication connectivity can sur-
vive. However, communication of PLC would be degraded and possi-
bly also disconnected in such a case. PLC has the advantage of more
accurately predicted message delivery which can avoid network con-
gestion when cooperative schemes are employed [93], and the com-
munication is more power efficient. Data rates on power lines vary
from a few hundred bits per second to millions of bits per second, in a
reverse proportional relation to the power line distance. Hence, power
line communication is mainly used for in-door environments [25] to
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provide an alternative broadband networking infrastructure without
installing dedicated network wires [235].

• Wireline Networks Instead of using power lines to transfer data, ded-
icated wireline cables can be used to construct data communication
networks which can still function well during power line failure. They
also have radio interference immunity which wireless communications
do not have.

Networks such as SONET/SDH [13] which use optical fibers can trans-
fer data with rates of hundred-Gbps. It is believed that such net-
works can play an important role of being communication backbone
networks in the smart grid [108] to connect different domains, since
they are already deployed as the Internet backbone networks. In the
network for home and work places, Ethernet is particularly deployed
which can provide data rates up to 10Gbps. The use of Ethernet based
networks for substation automation is also proposed [62]. These dedi-
cated networks require extra investment on the cable deployment, but
they can offer higher communication capacity and shorter communica-
tion delay [108]. Note that, to limit the deployment cost, DSL (Digital
Subscriber Line) is proposed as a low-cost and high-bandwidth com-
munication method in the smart grid, since it uses existing wires of
the voice telephone network for data transmission [107].

4.3 Communication security issues and countermea-
sures

As we can see, many communication technologies are used or proposed to
be used in the smart grid to establish the automatic interactions between
different components. However, integrating communication technologies
into the electric grid also creates exploitable vulnerabilities which can be
used by attackers of various motivations. In this section, we focus on the
attacks aiming at subverting legitimate information transmission. As dis-
cussed in [153], the targets of the attacks can be further categorized into
network availability, data integrity, and information privacy. Privacy is dis-
cussed separately in Chapter 3.

4.3.1 Network availability

The network availability property is fundamental for other network services
offered by the communication infrastructure. In the smart grid the network
availability is even more important than in the Internet, since the smart
grid is more concerned with the message delay than the data throughput

www.syssec-project.eu 34 September 10, 2013



4.3. COMMUNICATION SECURITY ISSUES AND COUNTERMEASURES

due to the timing constraint of messages transmitted over the power net-
works [247]. For example, the delay constraint of a generic object ori-
ented substation events (GOOSE) message is 4 ms which is defined in the
IEC61850 [124] standard. In general, attacks aiming at network availabil-
ity can be classified as denial of service (DoS) attacks. In this report, DoS
attacks are referred to packets flooding in wired communication networks.
In wireless communication, network availability can be affected by jamming
and attacks against routing protocols.

Denial of service attacks: The objective of Flooding-based DoS attacks is to
exhaust the victim’s network bandwidth or computing resources by means
of massive flooding with malicious packets. When the malicious traffic is
from distributed sources, the attack becomes a distributed denial of service
(DDoS) attack. Flooding-based DoS has been one of the major Internet
threats for years and it is difficult to mitigate but we list suggested solutions
below. When the smart grid communication network is merged into Internet
and TCP/IP is adopted as a part of its protocol stacks [124], it becomes a
potential target. For example, the adversary can control many end points
and flood network or communication links of networking devices and utility
business servers.

Several solutions against DoS (DDoS) attacks have been proposed: Some
novel ones include IP-traceback, secure overlays and network capabilities. The
main idea of IP-traceback is to identify the path through which the attack-
ing traffic is forwarded according to the information in the packets which
is attached by the routers along the path, and filter or rate limit the mali-
cious traffic as close to the attacking source as possible [74, 209, 196]. To
expand the receiving and filtering capacity of the protected victim, over-
lays are used to deploy a distributed filter. In overlay-based solutions [135,
26, 215, 92], overlay nodes act as the access points of the potential vic-
tim. Any packet that goes to the victim should be checked and forwarded
by the overlay nodes. The essential component of the capability-based solu-
tions [244, 248, 179] is a token (capability) which indicates the validity of
the packets. Every router along the path may check this capability or some
part of it. Only the packets with valid capabilities can reach the protected
host. We refer the reader to [181, 161] for a comprehensive survey and
taxonomy for DoS (DDoS) attacks and countermeasures.

Jamming attacks: Jamming is a physical layer attack in which the adver-
sary transmits signals over the wireless medium to prevent other nodes
from communicating due to the low signal to noise ratio [50]. As wire-
less networks will be widely deployed in the smart grid communication in-
frastructure, especially in AMI and home-area networks, jamming becomes
the primary attack that harms the network availability. In the literature,
progress has been made on the development of jamming-resilient commu-
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nication schemes [234]. In general the proposed schemes can be classified
into coordinated-based schemes and uncoordinated schemes.

Coordinated-based anti-jamming communication schemes can be cate-
gorized as frequency hopping spread spectrum (FHSS), direct sequence spread
spectrum (DSSS), and chirp spread spectrum (CSS) which are conventional
wireless communication techniques against jamming [104, 236]. The main
weak point of the coordinated protocols is the secret shared by the commu-
nication parties which is used to determine and control the spreading pat-
tern of the signal across the allocated bandwidth, such as the direct sequence
in DSSS and the hopping pattern in FHSS. The secret is assumed unknown
to the adversary. However, sometimes such an assumption is not valid for
open communication standards, such as WiFi and cellular networks. Thus,
coordinated protocols are vulnerable to the adversary who has knowledge
of the protocol spreading pattern.

Unlike coordinated protocols, uncoordinated protocols [219, 149] do
not require the transmitter and the receiver to share a pre-known secret
with each other. They randomly generate a secret for each transmission
and prevent the adversary from getting sufficient knowledge to disrupt the
legitimate communication. For that reason, the uncoordinated protocols
are more suitable for secure wireless communication in a distributed en-
vironment [234]. Let us take the Uncoordinated frequency Hopping (UFH)
proposed in [219] as an example. UFH is used for executing a key establish-
ment protocol in the presence of a jamming attack. The established key can
then be used to create a secret hopping sequence which can be used by the
legitimate communication with conventional frequency hopping. In the key
establishment phase, each message is split into multiple parts and then sent
with random hopping frequencies chosen from a fixed frequency band. Un-
der the assumption that the adversary cannot jam all the frequency channels
at the same time, the sender and the receiver can still communicate through
the remaining channels. Initially, the sender and the receiver do not agree
on a hopping sequence but instead transmit and listen on random channels.
To give the receiver a chance to hear from the sender, the sender hops the
channels with a higher rate than the receiver. For instance, if the sender
and the receiver hop with 1500 Hz and 100 Hz, respectively, and there are
500 channels, then the receiver will be listening on the frequency where the
sender is transmitting in average 1

500 × 15× 100 = 3 times per second. Fig-
ure 4.2 illustrates UFH.

Attacks against routing protocols: Another way to prevent legitimate com-
munication is by attacking the routing protocols, since the routing proto-
cols determine the logical connectivity among the network entities. Attacks
against routing protocols can happen both in wired networks and wireless
networks. Attacks against routing protocols fall into three categories: I) The
malicious nodes participate in a route but simply drop some of the data
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Figure 4.2: Example of UFH [219]. The numbers indicate the frequency
channels where sender A is sending and listener B is listening over time. If
A and B send and receive simultaneously on the same frequency (5 and 1 in
the example) the packet sent on this frequency is successfully transmitted
over the undisturbed channel.

packets; II) The malicious nodes modify packets with route information
from other nodes, thus harming the routing stability of the network; III)
The malicious node advertises itself as having the optimal routes to some
destinations, thus attracting a lot of traffic to itself with which it can use for
other kinds of attacks, e.g. dropping or analyzing the packets. In wireless
scenarios, the first type is called selective forwarding and the third type is
called black hole/sink hole [202].

To fight against the second and the third type of routing attacks, the basic
method are digital signatures as described in [185]. Every packet with route
information should be signed by the originator for preserving the integrity,
thus any modification to the packets can be detected. Furthermore, extra
information about the routes should also be included in the messages, e.g.
sequence numbers, predecessors and successors in the routes. In such a way
the route information can be validated. Most of the research papers in this
research area focus on providing efficient cryptographic protocols [32, 125,
134, 117].

Selective forwarding attacks are difficult to deal with, since they are
hard to detect. A suggestion is to assign confidence levels to nodes and using
routes that provide the highest level of confidence [243]. Bennett et al. [34]
also suggest to use a dedicated path between the legitimate communication
parties in the Zigbee network of AMI, instead of using the path where the
malicious node resides.

Wang et al. [237] proposed a security framework for wireless communi-
cation in the smart distribution grid which can be used to limit the effect of
routing attacks by malicious nodes with mobility. The core of the framework
is a detection and response scheme, called tracking firewall. The basic idea
is to form a defense zone around the detected malicious node. Any node in
the defense zone does not send to or receive any of the packets from the ma-
licious node. That way the packets of the malicious node cannot get out of
the defense zone and the harmful influence is isolated. Figure 4.3 illustrates
the basic behaviors of the nodes to form the tracking firewall.
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Figure 4.3: Example of tracking firewall [237]. Nodes B,C,D are in the
communication area of the malicious node and detect the malicious node.
They add the malicious node into the blacklist and generate pre-alarms and
broadcast them to their neighbors. Mesh router A receives enough pre-
alarms, it adds the malicious node into its blacklist and broadcast this to
every node in the cluster. So the cluster of mesh router A forms a defense
zone, where any malicious packets cannot get out of the cluster. Node G,I
and F receive the pre-alarms from the neighbor cluster, then they form a
pre-alarm zone. When the malicious node moves into their communication
area, the cluster of mesh router F will become the new defense zone.

4.3.2 Authentication and data integrity

Since correct data or control command transmission is critical for the smart
grid, the corresponding communication infrastructure must provide authen-
tication methods to verify whether a traffic flow is correct and is generated
by the claimed entity (that can imply a meter, a concentrator or other type
of device in the complex system). The authentication mechanisms usually
also provide data integrity which is used for verifying that a message has
arrived unaltered from its original state [247].

In literature, several works are focused on providing efficient multicast
authentication schemes for smart grid applications, since multicast has wide
applications in the smart grid, including monitoring, protection, and infor-
mation dissemination [234]. Using public key based authentication in the
multicast authentication scheme is quite straightforward. However, it suf-
fers from a significant computation overhead. Using symmetric key based
authentication can achieve computational efficiency, but sharing a single key
with a group of nodes may increase the chance that the key is revealed to
the adversary if he can compromise some nodes. The research is focused on
designing fast and efficient multicast authentication based on asymmetry
across receivers. As shown in [55], the proposed methods can be catego-
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rized into three categories: secret information asymmetry, time-asymmetry,
and hybrid-asymmetry.

In the secret information asymmetry approaches, the sender uses a set
of secrets to authenticate a multicast message and gives each receiver a
partial view of the secrets used that allow it only to verify authenticity of
received messages without being able to generate valid authentication in-
formation for messages. The main problem of such approaches is the size
of the message authentication code (MAC) which is linear with the num-
ber of receivers. To deal with this problem, MACs can be truncated across
multiple packets thus amortizing the space overhead and being suitable for
smart grid applications [221]. Time asymmetry approaches limit the life-
time of keys used to authenticate multicast packets to prevent the adver-
sary to use the key to generate messages with valid MACs. The sender
generates the keys periodically to authenticate multicast packets by certain
intervals of time. The approaches deal with authenticating the keys them-
selves and how to generate those keys, so that the lost key can be recovered
from the received keys [184]. The main problem of such approaches is
the delayed key disclosure and the corresponding packet buffering which
may be unacceptable in time-critical applications in the smart grid. The hy-
brid asymmetry approaches try to eliminate the drawbacks of the other two
asymmetry approaches by mixing their underlying asymmetry mechanisms.
One-time signatures are proposed to be used in authentication of multicast
messages [183], and the “one-time” constraint is also relaxed to “n-time”
so that one key can be used to authenticate multiple packets. The method
is adopted to construct a multicast authentication protocol for time-critical
messages in the smart grid [231].

To achieve secure and efficient multicast data delivery, Kim et al. [137]
proposed an overlay-based decentralized data-centric information infras-
tructure for the smart grid. In the infrastructure, smart devices can join
different groups according to the type of data they generate and receive.
The multicast group is formed by publisher/subscriber mechanisms [82].
Security control of the infrastructure is implemented in an overlay network
of trusted grid hub nodes, as illustrated in Figure 4.4. The hub nodes pro-
vide multicast and access control by authenticating and authorizing group
joins, providing users with the group keys they are authorized to have. This
way, the information generated by a publisher can only be read by the right
group of subscribers. Attackers outside the group cannot inject false data
into the group.
Replay attack: When the adversary can capture legitimate messages, he
can replay them to the destination. These replayed messages may pass the
authentication mechanisms, since they are valid packets without any modifi-
cation. The consequences of successful replay attacks in smart grid commu-
nications can be severe, especially if the control commands of critical devices
are replayed. To deal with replay attacks, some information may be needed,

www.syssec-project.eu 39 September 10, 2013



SECURITY THREATS RELATED TO THE COMMUNICATION NETWORKS

Figure 4.4: Secure grid overlay network [137]

such as timestamps and sequence number. When timestamps are put into
the packets, the receiver checks the timestamps with the current time, if
the deviation exceeds some threshold, then the packets are dropped. The
network-capability based solution is an example of using timestamps to deal
with replay attacks [248]. However, using timestamps needs help of clock
synchronization which, in turn, can be the target of attacks [155]. Further-
more, network latency also has a big influence on choosing the threshold
for timestamp deviations. When sequence numbers are used, the receiver
has to save the set of packet sequence numbers it receives; if it receives
a packet with a sequence number that is already in the set, the packet is
dropped. Saving the sequence numbers increases the space overhead, but
it could potentially be done efficiently with bounded space overhead with
Bloom filters [164].

4.4 Network reliability in smart grid communications

When using low-power wireless such as 802.15.4 for communication, wire-
less link dynamics and their impact on network reliability become a key
challenge [101, 213, 212]. For example, interference from other wireless
technologies operating in the same band or emissions from devices such as
microwaves are two main reasons for interference [38]. Both the 900MHz
and the 2.4 GHz bands used by 802.15.4 are public bands and, hence, used
by multiple wireless technologies. Especially, the 2.4 GHz band that offers
the most channels for 802.15.4 and is most common as a result, is shared
with many technologies, most notably 802.11. Moreover, even without ex-
ternal interference, the wireless channel between two devices could be in-
fluenced by environmental factors such as weather and moving obstacles
such as large vehicles between the two devices. Finally, any attacks on the
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wireless medium such as jamming attacks add interference to the wireless
medium.

Overall, link dynamics are inherent in wireless communication [213,
212]. Moreover, low-power wireless technologies such as 802.15.4 show a
stronger sensitivity to these than, for example, 802.11 or cellular technolo-
gies due to two key reasons: (1) Their low transmission power increases
their susceptibility to interference. (2) Aiming at low cost, small size, and
high energy efficiency, 802.15.4 devices use simple radio technologies and
thus operate without advanced coding schemes or MIMO capabilities.

As a result, wireless link-dynamics impact the link quality between two
devices and potentially lead to connectivity and topology changes. Any wire-
less communication protocol needs to adapt to these changes to ensure re-
liable communication. The following mechanisms are common to address
link dynamics. They operate on both the link layer and the network layer of
the protocol stack.

• Transmission power management: Increasing the transmission power
allows a device to overpower an interference source. However, this is
challenging for most technologies operating in shared bands such as
802.15.4 or 802.11: Their standardization puts strong limitations on
the maximum transmission power.

• Change of coding or frequency: Another option is to change coding
and transmission frequencies to escape a narrow-band interference.
While most standards provide a reasonable wide range of channels
to operate on, a practical challenge comes in: For example, changing
to another channel requires a form of synchronization in the network
where the new channel is propagated to all devices. However, when
the current channel is interrupted due to interference it is not possible
for the system to propagate information about any new channel to use.
Thus, devices have to scan the spectrum in order to find the channel to
which their neighbors have switched, which is time consuming. Fre-
quent channel hopping (time-synchronized channel-hopping) as uti-
lized by Bluetooth and WirelessHART are an alternative: Here, the
network changes channels synchronously every couple of milliseconds
following a quasi random pattern known to all devices of the network.

• Route adaptation: In dense mesh-networks, where a node has more
than one neighbor, nodes can adapt their routing choices and essen-
tially route around an interference source [101, 240]. For this, a
node maintains an up-to-date table of link qualities to each neigh-
bor [89, 242]. If the link to one neighbor fails it can choose another
forwarder from this neighbor table based on a number of metrics such
as link quality and distance to destination, commonly denoted as Ex-
pected Transmission Count (ETX) [71].
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• Opportunistic routing: Opportunistic routing departs from traditional
unicast routing as discussed before on one key point: Instead of a
sender selecting the next hop, a packet is addressed to a number of
potential forwarders [37, 54, 143]. Among the actual receivers, one
of the nodes is selected to forward the packet, commonly the one pro-
viding the largest routing progress. As a result, opportunistic routing
shows a high resilience to node failures and sudden interference, as
each packet is addressed to many neighbors at once [143].

4.5 Summary

Threats related to networking can transfer to the smart grid domain, due
to network dependencies in the SCADA and the advanced metering infras-
tructure environments. Clearly, with the necessity of networking, the threat
surface of electricity systems changes compared to the classic picture. It is
imperative to intensify the research efforts in this direction, both for the sake
of the important research challenges, as well as – and more importantly –
for the sake of society, due to the criticality of the infrastructure. This chap-
ter provides an overview of the situation and the on-going research in this
direction.
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Intrusion detection systems for the smart grid

This chapter gives an overview of the research regarding Intrusion Detection
Systems (IDS) adaption to the smart grid. As in Chapter 2, with the overview
of attacks, the presentation here also focuses on Supervisory Control and
Data Acquisition (SCADA) systems and the Advanced Metering Infrastruc-
ture (AMI). As will be shown we cannot simply take an IDS from the normal
Information and Communications Technology (ICT) domain and expect it
to work well in the smart grid. There are important differences between the
ICT domain compared to the smart grid domain that affect the efficacy of a
detection system.

The chapter begins with a short overview of intrusion detection systems
for the readers who are not familiar with such systems (Section 5.1). Sec-
tion 5.2 then highlights some of the differences between the ICT domain
and systems connected to the electricity network. This is followed by the
different requirements posed upon an intrusion detection system deployed
to monitor SCADA systems or within the AMI (Section 5.3). Parts of the
above include description of actual research conducted by SysSec partners
on secure critical infrastructure environments. Section 5.4 lists intrusion de-
tection systems proposed in the scientific literature. Challenges facing such
research are then discussed in Section 5.5 followed by a summary of the
chapter in Section 5.6.

5.1 A brief history of intrusion detection systems

The concept of Intrusion Detection System (IDS) for Computer Systems ap-
peared in the early 80′s [133], with one of the first attributed sources being
the report by Anderson [27]. At that time the purpose was to identify misuse
of computational systems, often by manual analysis of log files. Automated
scripts which could do this job appeared soon, and with them the basis of
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what would be called the host-based IDS. Later, when the computer systems
became interconnected, systems that analysed the network traffic were de-
veloped and were thus called network-based IDS1.

Apart from how the events to be analyzed are collected, the intrusion
detection systems are often categorized according to the internal models
used to detect attacks: signature-based detection versus anomaly-based de-
tection.

The signature-based detection is built on a set of signatures of known at-
tacks or improper events for the system or network being monitored. Alarms
are raised whenever an event matches one of these signatures. The disad-
vantage of this method is that it is effective only for the events for which it
has the proper signatures. The main advantage is a relatively limited num-
ber of false positives (compared to an anomaly-based system).

The anomaly-based detection is built on a model of the common behav-
ior of the monitored system or network, and any event that does not fit
this behavior is flagged as an anomaly. The advantage here is that this
method may discover new anomalies that do not have a proper signature
yet, but the disadvantage is a larger number of false positives, compared
to the signature-based detection method. A flagged anomaly may not even
be an attack but only unusual behavior. As a third option, Hybrid Intrusion
Detection Systems use a mix of the above techniques in order to take the
best characteristics from each paradigm.

Any type of IDS should be capable of discovering anomalies and misuse;
it can then raise an alarm to a human operator or provide input to an In-
trusion Prevention System to block an application, turn off a connection or
reconfigure the rules of a firewall, among other actions. The efficiency of an
Intrusion Detection System is often measured in the percentage of correctly
identified events in relation with the number of false positives (the benign
events misinterpreted as dangerous) and the number of false negatives (the
number of missed detections).

A more detailed classification can be found in Debar et al. [75].

5.2 Differences between the smart grid and the nor-
mal ICT domain

Due to the particular nature of the domain, existing IDS solutions for ICT
cannot effectively be deployed in their current form in the smart grid. There
are differences between the classical ICT systems and the systems in the
smart grid that require monitoring [46]. Even though some differences
are quite concrete, others are of a more principled nature. For example,

1http://www.symantec.com/connect/articles/evolution-intrusion-
detection-systems
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the smart grid is a critical infrastructure that many other critical infrastruc-
tures and services depend upon. A malfunction can cause loss of life in
extreme cases, be it either directly or indirectly. Looking at the well-known
categorization of security into the Confidentiality-Integrity-Availability (CIA)
properties, the emphasis is rather Availability-Integrity-Confidentiality in the
smart grid. However, safety is usually prioritized over the other properties.

Another more concrete difference between these two domains is the life-
time of devices present in each of them. In the ICT domain, the lifetime of
devices is usually three to five years, after which they are replaced with
a newer generation of devices. During their lifetime, they receive multiple
software updates, and the update process is executed every few days or even
on a daily basis. In the smart grid the lifetime of devices is usually 15 − 20
years, sometimes even longer. Many of these devices are also not updated
frequently (sometimes not at all after deployment), meaning that the smart
grid always has legacy systems with known vulnerabilities.

The types of devices in the smart grid are also quite diverse with a large
variety of hardware devices, each with a specific functionality, and these de-
vices can be located tenths or hundreds of kilometers away from the central
system. These devices are in turn limited both concerning their compu-
tational capability and the available network bandwidth connecting them.
Grid stability may depend on the timely reporting of anomalous or malicious
events, meaning that the resource limitation may provide challenges for any
deployed IDS.

Another difference from classical ICT systems is the number and com-
plexity of protocols used in the smart grid. Together with the classical pro-
tocols used in the ICT (TCP/IP, SNTP) there are a number of specific pro-
tocols (ModBus, M-bus, Profibus, DLMS/COSEM); some of them are closed
source (vendor-locked), while others are based on open standards but with
vendor-specific implementations. For an IDS, this may raise difficulties in
creating detection semantics.

Even though many of these differences offer challenges to create an ef-
fective IDS, there may also be other properties in the domain which makes it
easier to develop monitoring solutions. For example, many research efforts
focus on the fact that these types of networks seems to be more regular than
networks in the ICT domain. For that reason, it is believed that anomaly-
detection techniques will work quite well (see [30] and [58] among others).

Kush et al. [141] further discuss the challenges faced by IDS.

5.3 SCADA and AMI in the smart grid

As introduced in Chapter 1, the system that monitors and controls the gen-
eration and transmission section of the smart grid is called the Electrical Su-
pervisory Control and Data Acquisition system (SCADA). The complementary
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system that is responsible for monitoring a part of the distribution section
of the grid is called the Advanced Metering Infrastructure. Figure 5.1 shows
the overlay of these two control systems on the electrical network.

Figure 5.1: Electrical Network - SCADA - AMI

The SCADA system is the core of the electrical control network. It is
comprised of a multitude of sensors and controllers, scattered in different
parts of the electrical network. The central part receives data from these
devices and creates a virtual image of the current state of the electrical
network for the personnel that supervises it. The informational flow is bi-
directional, status updates are received from the devices in the network and
commands are sent back to them if needed.

Figure 5.2 presents a typical architecture of a SCADA network. There
are a few types of devices present in such a network. The different switches
and valves are controlled by devices called Programmable Logic Controllers
(PLC) and the sensors are connected to Remote Terminal Units (RTU). Data
from these two types of devices are presented to the human operator via
a third type of device called the Human Machine Interface (HMI). Along
these devices, the network may also contain a system whose purpose is to
log the running process. The computing systems that are used in the SCADA
network are nowadays commercial solutions, and most of them use publicly-
available commercial operating systems. This makes them vulnerable to
many of the known vulnerabilities for commercial systems found in the ICT
domain.

The advanced metering infrastructure is an important component of the
smart grid. It is mostly localized in the distribution part of the electrical
grid, and its main purpose is gathering energy consumption data that is
used for the purpose of customer billing. These data can be also used for

www.syssec-project.eu 46 September 10, 2013



5.3. SCADA AND AMI IN THE SMART GRID

Figure 5.2: SCADA network architecture [30]

grid operation, fraud detection, smart device control and for many other
applications. For example, many smart meters have the “remote shut-off”
functionality installed, so energy distributors can remotely turn-off energy
delivery [28] to customers who forgot to pay the bill, have been relocated
from the premises or to regulate the energy consumption in case there are
problems in that specific part of the grid. Other functionality that can be
implemented on the smart meters is the possibility to remotely control the
large energy consumer devices at a customer’s premises [195]. By turning
off or scheduling these large consumers during periods with high energy
demands, one can help reduce the stress on the electrical network.

Even if found in the same domain, these two control systems differ from
each other in many characteristics, but mainly in purpose, geographical
spread and number of devices they monitor. The SCADA system is responsi-
ble for monitoring and controlling the electrical energy flow from the point
where the energy is produced to the point where it is consumed, while the
AMI system is present only in the distribution part of the grid to gather en-
ergy consumption data used for customer billing. As more energy producing
facilities will be installed in the distribution part of the electrical grid, it is
likely the AMI will have more functions in the future as detailed above.
These two systems are currently not connected to each other, but may be-
come interconnected in the future when new functionalities are added to
the AMI system.

When referring to the geographical spread of these two systems, the
distances covered by the SCADA system are large; transmission lines could
span over tens or hundreds of kilometers. The area covered by the advanced
metering infrastructure is moderately large, typically the area occupied by
the town or city served by the distribution system operator. One SCADA sys-
tem may thus cover multiple small areas that are situated at large distances
from another, while one AMI system typically covers one large area.
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The number of monitored devices also differs between these two sys-
tems. SCADA systems employ a number of devices that can vary from hun-
dreds to thousands, while AMI systems can employ tens of thousands of de-
vices (if we consider only the electrical domain, each apartment, house or
commercial building must have at least one electrical meter on its premises).

The special characteristics of these two systems and their differences
play a big role when designing and developing Intrusion Detection Systems
tailored to this domain. For that reason, such systems are either tailored to
the SCADA domain or the AMI, seldom for both simultaneously.

5.4 Intrusion detection for the smart grid

Based on the presented background above, let us now have a look at the
proposed intrusion detection systems found in scientific literature.

Zhang et al. [251] present a distributed Intrusion Detection System for
the smart grid which employs analyzing modules whose role is to provide
input to classification algorithms as support vector machines and artificial
immune systems models [250] to better classify the events. Their proposed
solution covers the whole smart grid (both the SCADA system and the AMI
system) by using a hierarchical and distributed Intrusion Detection System
called SG-DIDS (Smart Grid Distributed Intrusion Detection System) and it
is interesting from a theoretical point of view. Due to the fact that different
parts of the grid are managed by different companies, the idea of a general
Intrusion Detection System that covers all the parts of the grid is hard to
implement in practice.

Kush et al. [141] present an overview of the research concerning Intru-
sion Detection Systems for smart grid environments, together with a list of
nine characteristics of the smart grid environment and nine requirements
for an IDS system suitable for this specific environment. They identify the
fact that IDS requirements for SCADA networks are different from the ones
of AMI IDS and also that the research so far has focused on IDS for SCADA
systems and supply-side (transmission) networks and only a small fraction
on IDS that can be used in the AMI networks. One explanation for this is
that the SCADA systems have been around for a longer period of time than
AMI systems, so the interest in them has been greater.

Below we survey the systems suggested in the literature separated based
on their use in the SCADA domain or for the AMI.

5.4.1 Intrusion detection systems for the SCADA environment

Zerbst et al. [249] present the different network zones in which the SCADA
network can be divided. Different zones contain devices with different func-
tionalities and this division makes applying security levels and defining the
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correct data information flows between these zones more precise. Figure 5.3
gives one example of defining these zones for two different companies.

From a theoretical point of view, Liu et al. [150] show that false data
may be injected in these sensors that may give false results in the operator’s
overview. This can lead to the point of making incorrect decisions regard-
ing the stability of the process, which can further lead to unbalancing the
process and even shutting it off. It is almost the same with the results from
the Intrusion Detection Systems, false negatives and the incorrect interpre-
tation of false positives can have adverse effects in the correct running of
the monitored and controlled process.

From a practical point of view, the discovery of Stuxnet2 showed that
SCADA systems are not safe from targeted attacks and specially crafted mal-
ware. The damaging economical effects of malware such as Stuxnet are
important, and the presence and actions of such malware should be identi-
fied early by the Intrusion Detection System.

The SCADA network is sometimes connected to an office network where
data from the SCADA network is used for other purposes such as administra-
tion and marketing. The data flow between these two networks should be
in an ideal case unidirectional, from the SCADA network towards the office
network. External actors can also have connections to the SCADA network,
for example equipment providers for maintenance and servicing.

Figure 5.3: Zoning principles as an element of Cyber Security architec-
ture [249]

Barbosa and Pras [30] define the model of an anomaly-based Intrusion
Detection System which uses flows to model the network traffic. They make
the assumption that network traffic in SCADA networks is well behaved, com-
pared to traditional ICT systems. Their assumption is based on three impor-
tant factors: the number of network devices, the number of communication
protocols employed and the communication patterns. The number of de-
vices on the network is somewhat fixed, without large variations during the
lifetime of the SCADA network, so the identity of the actors communicating

2http://www.symantec.com/content/en/us/enterprise/media/security_
response/whitepapers/w32_stuxnet_dossier.pdf
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in this network can be verified somewhat easily. The number of commu-
nication protocols employed in the network is also limited to the protocols
used between the different devices present here. Apart from that this net-
work should have a regular communication pattern, consisting mainly of the
traffic between the Human Machine Interfaces and Remote Terminal Units
and Programmable Logic Controllers. The services that are normally used
in a traditional ICT network should be disabled, as to not interfere with the
normal operation in the SCADA network.

When referring to the communication between Human Machine Inter-
faces and Programmable Logic Controllers, a protocol which is widely used
in SCADA systems is MODBUS.3 It was developed in 1979 and it is today one
of the most used protocols in this domain. Cheung et al. [58] present three
model-based techniques for an Intrusion Detection System for the SCADA
system, together with a prototype for the MODBUS protocol. They again
exploit the fact that the network topology is fixed and the network traffic
patterns are regular. The motivation for choosing the model-based tech-
niques (anomaly-based) over the signature-based ones is the limited degree
of protocol knowledge and the limited number of known attacks that em-
ploy this protocol. The lack of this knowledge makes the option of employ-
ing anomaly-based techniques more appropriate for this domain. Based on
these results, Valdes and Cheung [229] present a visualization tool that can
better present MODBUS communication patterns to the human operator in
order for him to better understand and identify anomalous traffic between
SCADA devices.

Anomaly-based detection based on Bloom filters for the MODBUS proto-
col is also proposed by Parthasarathy and Kundur [180] with good advan-
tages such as reduced memory requirements, zero false positive errors while
at the same time also providing anonymity. Their solution is distributed
among a number of devices in the network and they claim that it remains
partially operational in the case that some of the field devices are compro-
mised.

5.4.2 Intrusion detection systems for the AMI environment

Compared to SCADA networks, the advanced metering infrastructure is rel-
atively young. Only some western European countries have fully deployed it
completely,4 and others will start the deployment process in the near future.
For that reason, little is known about real-life attacks against the advanced
metering infrastructure. Most of the threats and problems that can appear
here have been presented in literature from a theoretical point of view. One
important aspect is to protect customers’ privacy, because it is possible to

3www.modbus.com
4http://smartenergyuniverse.com/short-takes/16234-advanced-

metering-infrastructure-in-europe
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infer sensitive information about their lifestyle [166]. It is discussed further
in Chapter 3.

Carpenter et al. [49] present a number of vulnerabilities present in de-
vices in the Advanced Metering Infrastructure together with an attack method-
ology starting from reconnaissance, initial and advanced analysis and also
exploitation of these vulnerabilities. The exploitation scenarios are a good
source of information for IDS development for devices in AMI.

Grochocki et al. [105] discuss attacks as well as how they can be detected
best. They give an overview of the three main case studies presented in the
literature related to attacks against the advanced metering infrastructure:
Distributed Denial of Service (DDoS), attacks against the Data Collection
Unit (DCU), attacks against customer’s privacy and sending malicious re-
mote disconnect commands (”remote shut-off”) via the Data Collection Unit.
The Data Collection Unit is an important component of AMI, and its purpose
is to gather data from the Smart Meters and act as a relay between them and
the Control Center. DDoS attacks starting from compromised smart meters
and targeting the DCU can cause severe problems to the communication
process in AMI. Figure 5.4 from [105] presents the attack tree developed by
the authors for this specific attack case.

Figure 5.4: Denial of Service Attack Tree [105]

Sending malicious commands via the Data Collection Unit is another
important attack scenario that can be performed in the Advanced Metering
Infrastructure and detecting this kind of attacks should be one of the base
requirements when developing an Intrusion Detection System.
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Together with setting the scenario for the test cases, Grochocki et al. also
present a table containing individual attack techniques and most important,
a list of information required to detect them. This list can be used as an input
for developing Intrusion Detection Systems for AMI. They also discuss the
different places where Intrusion Detection System can be deployed in the
Advanced Metering Infrastructure, together with advantages and disadvan-
tages. As it is presented in [251], the nodes where the Intrusion Detection
Systems are installed are spread all over the network.

The simplest and cheapest solution identified is to deploy a central IDS
whose purpose is to monitor all traffic that flows to and from the advanced
metering infrastructure. The disadvantage of this system is that it can not
detect events that take place only inside the AMI network such as illegal
firmware installs and Denial of Service attacks against the Data Collection
Units.

Another solution is to embed the IDS directly in the smart meters. This
solution has the advantage of offering a high coverage of the AMI network
and increased accuracy based on this. The disadvantage is that an IDS may
require additional computational resources which most of the current gen-
eration smart meters do not have yet.

Using dedicated IDS nodes is a better alternative to the one presented
before because it employs devices that have the necessary computational
resources to perform the role required by an IDS. The last solution presented
by Zhang et al. [251] is that of designing a hybrid sensing infrastructure
that would use both a central IDS and embedded IDS nodes or dedicated
ones. The major advantage of this solution is the complete coverage of the
advanced metering infrastructure by employing a diversity of IDS nodes,
and this will also lead to better detection capability. An important practical
aspect that needs to be solved is choosing the correct place where to deploy
these dedicated sensors, in order to achieve the best coverage.

Raciti and Nadjm-Tehrani [187] also express the need of an embedded
IDS solution for the advanced metering infrastructure. They start from the
premises that correct storage and communication of smart metering data is
a very important aspect from the security and privacy point of view. They
present a trusted sensor meter platform that is responsible for storing and
reporting the data but also stress the fact that an additional embedded sys-
tem whose purpose is to detect anomalies is strongly needed. The authors
developed a prototype for this system which was tested on four types of cre-
ated attacks against the internal registers of the smart meter: data manip-
ulation attack, recalibration attack (changing the values of some registers),
reset attack (deleting the records regarding consumed energy) and sleep
mode attack (the meter is put into sleep mode and the energy consumed
is not registered). Their results show that after tuning the parameters for
the clustering-based anomaly detection algorithm, the prototype achieves a
high detection rate with a low value for false positives.
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In a recent research paper, Mitchell and Chen [162] present a behavior-
rule based intrusion detection system called BRIDS. Their system covers
smart meters, data collection units (called data aggregation points) and also
devices from the SCADA network (celled the head-end). They stress the fact
that due to the reduced number of known attack signatures, a behavior-rule
(anomaly) based Intrusion Detection System is preferred over a signature-
based one. The authors present tables containing the behavior rules for each
of the devices monitored, each behavior rule is then translated into different
states, some of which are good or normal states while others can be attack
states. The component states are then identified together with their cor-
rect ranges. The performance of their system is compared with the one of
other anomaly-based Intrusion Detection Systems and the results show an
improved performance for the BRIDS system.

5.5 Challenges facing intrusion detection research

During the previous sections, a number of obstacles were highlighted that
must be overcome by an Intrusion Detection System for the smart grid.
These obstacles are caused mainly by the differences between the Informa-
tion and Communications Technology domain where the IDS was developed
and used first and the smart grid domain which uses technology and knowl-
edge both from the Electrical Engineering domain and the ICT domain.

Current research advocates the need for behavior-based intrusion detec-
tion systems for the smart grid due to the limited number of known attack
signatures that a signature-based intrusion detection system could use; a
consequence given the relatively young age of this domain.

Another impediment for the IDS is that the smart grid employs a large
number of communication protocols in all of its sections, most of them pro-
prietary protocols, or open standards but with vendor specific implementa-
tions. The correct behavior of all the devices present in the smart grid and
of the communication between them must be correctly captured by the In-
trusion Detection System, and this might be hard to accomplish by only one
system. Multiple Intrusion Detection Systems, each with its own scope, may
need to be deployed across the smart grid in order to provide full coverage.

The size of the smart grid network is another important aspect when
developing an Intrusion Detection System. As mentioned in Section 5.3, the
size of the SCADA network is relatively fixed and so is its network topology,
but things are different for the advanced metering infrastructure. The AMI
network is growing in order to accommodate new customer subscriptions
and the network topology is not fixed, usually AMI communication is made
through a meshed radio network where some smart meters also play the role
of communication relays [228] as discussed in Chapter 4. The grid operator
has mainly two options when choosing the correct solution for the advanced
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metering infrastructure network. She can either build its own communica-
tion network, which depending on the size can be expensive, or lease an
already existing one, such as a GPRS network from a mobile operator. De-
ploying an IDS in such a leased network may be difficult as the grid operator
would need support from the network owner. Even if the network is owned
by the grid operator, the use of encryption is necessary in order to achieve
confidentiality and to protect customer’s privacy. In this case, the IDS should
have the knowledge of the encryption keys used in this communication, and
the decryption process may require extra computational overhead on the
node running the IDS. This can be extremely difficult to implement on em-
bedded IDS systems, such as the ones mentioned in Section 5.4.2 and may
require deployment of additional devices for dedicated IDS systems.

5.6 Summary

In this chapter we presented important research regarding intrusion detec-
tion systems tailored to the smart grid, differentiating between the two main
parts of the smart grid: the SCADA systems and the advanced metering in-
frastructure. The IDS research related to the smart grid is still relatively
limited. Its development commenced in the need to secure SCADA systems,
and it is now expanding to also include IDS tailored to the AMI. Results so
far show that the balance is towards using behavior-based IDS for both the
SCADA systems and the AMI networks. One of the main reasons for this
choice is the lack of known attack signatures for the domain. The multi-
tude of devices and communication protocols used in the smart grid and the
continuous expansion of the advanced metering infrastructure network are
some of the main challenges that drive the research direction of intrusion
detection systems for this domain.
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6
Scalable data processing in smart grids

6.1 Introduction

This chapter focuses on data processing requirements and data intensive
computing in the context of smart grids. In its current implementation, data
processing solutions in smart grids are centralized and will not scale accord-
ingly to the increasing amount of sources and data. To this end, distributed
and parallel data processing are needed for better scalability while com-
plying with given time requirements, be it for grid stability or for security
monitoring purposes.

The twofold goal of data processing is to extract useful information while
relying on a fast, on-line protocol that enables for such information to be
leveraged (e.g., to spot and mitigate threats as soon as possible). As will be
discussed, the data streaming processing paradigm (designed for fast analy-
sis over streaming sequences of data) is appropriate in the context of smart
grids because of its high capacity and low latency processing guarantees.

Data processing in the context of smart grid security applications has
two distinct dimensions. On one hand, an online and scalable processing
of data produced by devices deployed in the grid could provide reliable
state and stability monitoring. On the other hand, such processing could
also be leveraged by applications monitoring the traffic in order to detect
and mitigate external threats. Apart from these security applications we
also discuss two applications of particular importance: Special Protection
Schemes (SPS) and Phasor Measurement Unit (PMU) analysis.

We first introduce the background of efficient computation, including
parallel processing and the data streaming model, and discuss its suitability
in the context of smart grids in Sections 6.2 and 6.3. The material will be
somewhat known for readers coming from distributed or parallel comput-
ing, but serves as a quick introduction for readers with background in the
security field.
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Subsequently, we focus in Section 6.4 on how it can be used by appli-
cations monitoring and controlling the grid state and stability. We discuss
data processing in the context of defense frameworks in Section 6.5. Further,
in Section 6.6, we present existing machine learning techniques applied to
smart grid monitoring. We conclude discussing how cloud infrastructures
can be leveraged in the context of smart grids applications in Section 6.7.

6.2 Data streaming overview

Applications in the context of smart grids share commonalities with the sce-
narios that gave birth to the data streaming research field. This section
introduces the basics of this processing paradigm and discusses its applica-
bility to smart grids.

6.2.1 System model

Approximately from the year 2000, applications demanding continuous pro-
cessing of streams of data in a real-time fashion started pushing the lim-
its of traditional “store-then-process” approaches. These are solutions that
rely exclusively on databases (DBs) to store and process information and
whose processing costs, due to expensive write and read disk operations,
become prohibitive [218]. Examples of such application areas include net-
work traffic analysis, fraud detection applications in the context of mobile
phone networks and analysis of financial markets tickets, among others. In
these areas, huge amounts of data (in the order of hundred of thousand
messages per second) are continuously injected into the system and should
be processed in a real-time fashion in order to extract valuable information
(e.g., to spot a network intrusion and block it). Further complicating the
analysis, in some scenarios, such as sensor networks, data is assumed to
have variable incoming rates and distributions due to the distributed and
heterogeneous nature of the data sources.

In data streaming, incoming data is processed by means of continuous
queries (or simply queries), which differ from their DB counterpart since
they are not issued punctually but rather stand continuously and process in-
formation on the fly, updating their computation and generating results ac-
cordingly. A stream is defined as an unbounded sequence of tuples sharing
the same schema, composed by attributes (A1, A2, . . . , An). Queries are usu-
ally defined as Directed Acyclic Graphs (DAGs) where vertices represent op-
erators and edges specify how tuples flow between them [20]. Data stream-
ing operators are divided into stateless and stateful. Stateless operators do
not keep any state and process each tuple individually. Stateless operators
include Filter, used to route or discard tuples, Union, used to merge multi-
ple input streams into a single output stream, and Map, used to transform
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tuples’ schema. On the other hand, stateful operators perform operations
on sequences of tuples. Stateful operators include the Aggregate operator,
used to apply aggregation functions (such as avg,max,min or count) and the
Join operator, used to match tuples from different streams. Due to the un-
bounded nature of streams, such operators perform their computations over
subsets of subsequent tuples referred to as windows. Windows can be time-
based (e.g., to compute an average value over the tuples received in the last
10 minutes) or tuple-based (e.g., to compute an average value given the last
20 received tuples). Windows are usually defined by parameters size and
advance, which specify the extent of the window and the amount of infor-
mation discarded each time the window slides forward. As an example, an
average computed over a time-based window with size and advance of 60
and 10 seconds, respectively, will produce a result computed over the last
minute every 10 seconds.

Figure 6.1 presents a sample query that could be used in the context
of smart grids to spot customers whose daily average consumption double
after two consecutive days. In the example, the input data is provided by
smart meters and the tuples schema is composed by attributes Meter ID,
Timestamp and Reading. The query is composed by three operators. The
stateful aggregate operator A1 is used to compute the average consumption
on a per-meter, per-day basis. It relies on a time-based window whose size
and advance are 1 day (windows whose advance is equal to the size param-
eter are usually referred to as tumbling windows). The results produced by
A1, composed by attributes Meter ID, Day and Average Consumption are
then processed by the aggregate operator A2, which computes the consump-
tion increase for each pair of consecutive days on a per-meter basis. In this
case, A2 could rely on a tuple-based window of size 2 and advance 1 (recall
that 1 tuple is produced for each day). Windows whose advance is lower
than the size parameter are usually referred to as sliding windows. Finally,
the Filter operator F1 is used to forward tuples produced by A2 (composed
by attributed Meter ID, Day 1, Day 2 and Increase) whose increase ex-
ceeds 100% (that is, tuples referring to customers whose consumption has
doubled).

6.2.2 Stream processing engines evolution

Pioneer Stream Processing Engines (SPEs) [20, 41] were designed as cen-
tralized solutions, where all the operators of a given query are deployed and
executed in the same node. Subsequently, centralized SPEs have evolved to
distributed SPEs [19], allowing for operators belonging to the same query to
be run at different nodes (inter-operator parallelism), and parallel-distributed
SPEs [14, 16] , where single operators can be run in parallel by multiple
nodes (intra-operator parallelism). Nowadays, elastic SPEs [106] (which
are able to adjust resources according to the system load) are being studied
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Figure 6.1: Sample query to spot smart meters whose daily average con-
sumption doubles in two consecutive days

to take advantage of the cloud infrastructure. The idea is to reduce costs
increasing or decreasing the number of processing nodes according to the
system load. Figure 6.2 presents how the sample query in Figure 6.1 could
be deployed and run by a centralized, a distributed, a parallel-distributed
and an elastic SPE.

Smart grids share several aspects with the scenarios that motivated data
streaming. The metering devices deployed in the infrastructure generate
continuous streams of data. The rate at which data is generated can vary
over time (e.g., due to different reading periods, depending on the time of
the day or the facility where a meter is installed). Moreover, information
generated by the devices deployed in the network should be analyzed in a
real-time fashion by threat monitoring applications, but also for other use
such as for real time pricing or network stability analysis. As we discuss in
the following, smart grids applications can benefit from the improvements
of each evolution step.

One of the pioneer data streaming solutions focused on sensor networks
and investigated how to improve sensors databases by means of distributed
information processing [41]. In this context, a sensor network is employed
to measure physical signals such as heat, light or pressure and report it to
a central server in charge of processing them. Early pre-processing of data
at the sensors reduces the amount of information sent by each sensor to the
central server in charge of monitoring the entire network, allowing thus for
a larger scalability.

The above consideration also applies to smart grids, where smart meters
would constitute the sensors and the centralized analysis is usually run at
the utility server. As an example, a utility interested in the average consump-
tion of the users over periods of one day could instruct the smart meters to
process locally hourly produced readings and forward a single aggregated
value in order to reduce bandwidth consumption.

The overall amount of data exchanged between each sensor and the cen-
tral monitoring component (and therefore the bandwidth consumption) can
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be further reduced by relying on in-network aggregation [154, 112, 171]. In-
network aggregation focuses on processing tasks performed by hierarchical
topologies where information flowing from multiple entities up to a central
sink node can be aggregated while being forwarded. Figure 6.3 presents an
example of a hierarchical topology on top of which in-network aggregation
can be run. In the example, data is generated by sensor nodes S (smart me-
ters) and forwarded to a centralized Sink node by Cluster Head (CH) nodes
(data concentrator units in the smart grid); data aggregation could be per-
formed by CHs to reduce the overall bandwidth consumption and reduce
processing latency times. As an example, when looking for the highest read-
ing over a given time, each CH could forward its local maximum value to
the sink node. The presented topology resembles the one existing in smart
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Figure 6.3: Example of in-network aggregation ([87]), where CH represent
the cluster heads.

grids, where multiple sensor nodes (e.g., the smart meters) generate data
that is forwarded to a central server by concentrator units that could per-
form data aggregation on the fly (see for example Figure 4.1). We refer the
reader to [87] for a comprehensive survey about in-network aggregation in
the context of sensor networks.

The need for high capacity processing (i.e., parallel-distributed data
streaming processing) and the advantages of cloud infrastructures (such as
its scalability and the economical benefits for companies shifting from tra-
ditional to smart grids) are also taken into account in the context of smart
grids, as discussed in [204, 205]. We analyze such aspects in depth in Sec-
tion 6.4.

6.3 Parallel data processing overview

The massive set of data that is generated by different aspects of the smart
grid, and the need/possibility for more complex analysis, requires large
amounts of computing power for real-time processing. In this section we
give a short overview on parallel data processing and its role as a fundamen-
tal component to handle the challenges of big data and complex analysis in
the smart grid.

www.syssec-project.eu 60 September 10, 2013



6.3. PARALLEL DATA PROCESSING OVERVIEW

6.3.1 Levels of parallelism

It has been, and still is, difficult to increase the performance of a single
processor core. This has lead to multi-core processors becoming the new
standard. Many-core co-processors, such as graphics processors or the Intel
Xeon Phi, are also becoming more prevalent. The single, power expensive
core, has been replaced with multiple low power cores, which brings more
processing power at a lower energy cost. But this requires that we can take
advantage of the potential parallelism in our algorithms, as a sequential
program will be hurt by the lower single core performance. This paralleliza-
tion can be provided at multiple levels and the best performance is often
achieved when these levels can be combined and be made to scale to the
capabilities of the available hardware [91, 79].

At a high level, some problems are of a so-called embarrassingly parallel
type. That is, they can be decomposed into parts that can be worked on
completely independently, by different processing units, without needing
any kind of communication or synchronization between them. An example
of this could be summing up the hourly energy consumption over a year for
a set of costumers. Each processing unit could in such a scenario work inde-
pendently on different customers’ data with little need for communication.

Most problems are however not embarrassingly parallel, or there are
time constraints, or the data is unbalanced. These types of problems need
more fine-grained parallelism. At the middle level one need to decompose
the problem into multiple small tasks. These tasks then need to be dis-
tributed to the different processing units to achieve load balance. Finally,
there needs to be support for the communication between different tasks,
which requires synchronization. With the introduction of graphics proces-
sors as general purpose computing units, and the Intel Xeon Phi, there is
now also a large focus on low-level parallelism in the form of SIMD instruc-
tions and memory access coalescing.

6.3.2 Parallelization

The parallelization of an algorithm could be divided into three parts. We
first need to decompose the problem into multiple tasks that can be exe-
cuted concurrently, or decompose the input data into independent blocks
that can be worked on concurrently. These tasks then need to be distributed
to all available processing units in a manner such that we achieve an even
load balance. The final part is to deal efficiently with the necessary com-
munication between the different tasks. This communication is frequently
performed via concurrent data structures, which need to provide efficient
synchronization to not become a bottleneck.
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6.3.3 Lock-free synchronization

The standard way of implementing concurrent data structures is often by
the use of basic synchronization constructs such as locks and semaphores.
Such blocking data structures that rely on mutual exclusion are often easier
to design than their non-blocking counterpart, but a lot of time is spent
in the actual synchronization, due to busy waiting and convoying. Busy
waiting occurs when multiple processes repeatedly checks if, for example, a
lock has been released or not, wasting bandwidth in the process. This lock
contention can be very expensive. The convoying problem occurs when a
process is preempted and is unable to release the lock quick enough. This
causes other processes to have to wait longer than necessary, potentially
slowing the whole program down.

Lock-free synchronization, on the other hand, allows access from sev-
eral processes at the same time without using mutual exclusion. So since a
process can’t block another process they avoid convoys and lock contention.
Such objects also offer higher fault-tolerance since one process can always
continue, whereas in a blocking scenario, if the process holding the lock
would crash, the data structure would be locked permanently for all other
processes. A lock-free solution also eliminates the risk of deadlocks and
have been shown to work well in practice [220, 225, 226]. They have been
included in Intel’s Threading Building Blocks Framework [123], the NOBLE
library [220], the Java concurrency package [144], the parallel extensions
to the Microsoft .NET Framework [159] and the PEPPHER synchronization
library [33]. A recent study have also shown that lock-free data structures
are more power efficient [120].

6.3.4 Emerging many-core platforms

Graphics processors have become a new target in the search for extra com-
putational power. In normal use, graphics processors are often faced with
embarrassingly parallel problems, such as performing matrix multiplications
to transform 3D vertices into 2D space. This has caused them to target par-
allelism much earlier than generic processors, which have mostly dealt with
sequential programs. Intel has recently released the Xeon Phi, which pro-
vides a similar many-core processor platform as the one provided by graph-
ics processors.

An important feature of many-core processors is the possibility to con-
currently execute the same instruction on multiple data, known as SIMD
computing. Most parallel algorithms and concurrent data structures are, as
their name implies, designed to support multiple concurrent operations, but
when used on a many-core processor they also need to support concurrent
instructions within an operation. This is not straightforward, as most have
been designed for scalar processors. Considering that SIMD instructions
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play an instrumental role in the parallel performance offered by many-core
processors, it is necessary that data structures and algorithms are redesigned
before being deployed on many-core processors.

The combination of highly parallel many-core processors, for easy to
parallelize algorithms, and conventional multi-core processors with large
caches, for mostly sequential code, will become the future standard. To-
gether with data streaming it provides a very powerful platform for real-time
processing of large amounts of data.

6.4 Data processing in smart grids state monitoring

In this section, we discuss how smart grids applications can leverage the
latest advances in streaming processing engines (SPEs) and parallel multi-
core computation. State-of-the-art SPEs (such as Storm [14], Yahoo S4 [16]
or StreamBase [15]) enable for scalable processing of hundred of thousands
messages per second and can cope with low latency processing requirements
of applications such as Special Protection Schemes (SPS) [137, 100] or syn-
chrophasors data analysis [115, 72, 68, 175], which are discussed in the
following sections.

New efficient algorithms for many-core processors have shown great po-
tential in speeding up analysis and data mining. As an example, two com-
monly used machine learning algorithms, deep belief networks and sparse
coding, have been adapted to take advantage of the parallelism on graph-
ics processors and show a 15-fold speedup [188]. Support Vector Ma-
chines [99], have been implemented on graphics processors and show a
100-fold performance improvement compared to standard CPU implemen-
tations. Sorting, an important component of numerous algorithms and pro-
grams, for example within machine learning, analysis, finance and database
applications, has been implemented for graphics processors and vastly out-
perform sequential CPU versions [53]. It can be used to aggregate data that
needs to be processed in a certain order, so called order-sensitive operations.

In its current implementation, data processing solutions in smart grids
are centralized and will not scale accordingly to the increasing amount of
sources and data. To this end, distributed and parallel data processing will
enable for higher scalability while complying with given time requirements.
As presented in [137], power grids are currently deployed with a central-
ized information infrastructure, usually referred to as Energy Management
System (EMS). Such a centralized component is in charge of collecting the
data from the grid and analyze it in order to monitor its stability. All the sub-
stations deployed in the grid are directly connected to the EMS by Remote
Terminal Units (RTU), interfaces through which information and reports can
be collected from the different components running at each substation. The
communication between the EMS and the RTUs usually happens in a round
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robin fashion, where the former connects to the latter and processes the
data once all the RTUs have been contacted.

This processing paradigm does not scale accordingly to 1) the number
of substations from which data is collected, 2) the number of monitoring
devices deployed at each substation and 3) the amount of data generated
by each of the monitoring devices. To this end, distributed and parallel data
processing (provided by modern SPEs) could enable for higher scalability.
Data could be preprocessed by each substation independently (distributed
processing) reducing the amount of data retrieved by the EMS, while data
from different substations could be processed at the same time (parallel pro-
cessing) if it does not need to be correlated. Parallel data processing could
also be improved further by using lock-free data structures for communica-
tion and data pipelines in the stream processing engines [51].

Three applications are of particular importance and show the benefits
the parallel and data streaming processing paradigm could enable: Special
Protection Schemes (SPS), Phasor Measurement Unit (PMU) analysis and
improved optimization control.

6.4.1 Special protection schemes

SPS are hard-wired and localized monitoring protocols used by substations
to provide fast reaction to predefined critical events (e.g., to react to a dis-
turbance or to restore the power grid after a blackout). As defined by the
IEEE 1646 standard, SPS schemes usually impose processing latency thresh-
olds in the range of 8-12 ms [137] (this motivates why such solutions are
hard wired and local to substations). As mentioned in [100], the local anal-
ysis performed by SPS could also help the higher-level analysis performed
by the EMS. In order to enable this, an online and fast processing of such
data must be guaranteed to comply with the given latency bounds. In this
context, a parallel-distributed SPE could be employed to process in parallel
(and therefore minimize the overall latency) the data collected from distinct
substations.

6.4.2 Phasor measurement units

A second application that could benefit from scalable data streaming and
parallel processing is PMU data analysis, as discussed in [100]. PMU de-
vices allow for real time monitoring of phasor quantities such as voltages,
currents and frequency. These values are usually used to study the sta-
bility of the network. PMUs have been used for decades, since their log
has been shown to be useful when running postmortem analysis after inci-
dents such as blackouts and to discover the originating cause. Nowadays,
the increased communication capacity proper of smart grids could be lever-
aged to process such data in an online fashion. This analysis could lead
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to early evidence of systems becoming unstable (e.g., continuously grow-
ing phase angles could indicate an increasing probability of failure with 20
or 30 minutes advance). As discussed in [100], PMUs produce 50 to 60
samples per second, where each measurement is timestamped (using GPS
synchronization). In the last five years, thousands of new PMUs have been
deployed. Such an increasing number of devices (together with the high
rate at which measurements are generated) might lead to a scalability prob-
lem. Processing of PMU measurements should be performed in time frames
of seconds or ten of seconds and usually involves expensive computations
such as Fourier transformations and large matrix operations. Similarly to
SPS, PMU measurements could be processed in parallel in order to achieve
a greater scalability. Fourier transformations and matrix operations are also
especially suitable to be parallelized. Correctly applied for machine learn-
ing they could provide an operator with increased situational awareness of
events in the smart grid.

Some related work exists where PMU data analysis is studied by means
of machine learning techniques using data streaming and multi-core algo-
rithms. We discuss such techniques in Section 6.6.

6.4.3 Optimization control

Renewable energy from sources such as wind, solar and water play an im-
portant role in meeting the world’s growing power demands. It is however
hard to predict the actual power production at a given time for wind and
solar plants. This requires expensive backup systems that can take over at
times when the production is low. New solutions are becoming possible
with the introduction of the smart grid, such as, for example, helping the
consumer to adapt the power consumption to times when there is much
renewable energy.

To achieve a more intelligent distribution of energy, it is required that
the power flows in the grid becomes more dynamic and that the uncertainty
of the renewable energy sources is taken into account. Currently power
flows are calculated and updated in a static manner. These are computa-
tionally heavy operations, so to take the step to real-time dynamic calcula-
tion requires that new algorithms and methods be developed, to utilize effi-
cient parallel computation on multi-core processors. The better the parallel
design, the more complex the analysis can be while still being performed
in real-time, resulting in better usage of the energy production capabili-
ties [148]. The design work can be greatly simplified by taking advantage
of existing system components that can guarantee efficiency at the run-time
system level [98], data structures [220, 52] and basic algorithms such as
sorting [53].
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6.5 Data processing in smart grids defense frame-
works

In this section, we discuss threat detection and mitigation frameworks in the
context of smart grids. In such frameworks, effective and online process-
ing of data is crucial to react to threats immediately after they have been
detected (that is, to enable online mitigation of threats). We first present
the characteristics of the smart grid infrastructure that could motivate an
attack, we then continue by focusing on specific threats that involve the
communication between smart grid devices and discuss the requirements of
a defense frameworks. We conclude presenting existing related work about
threats defense in smart grids.

6.5.1 Data stream processing for intrusion detection systems

As presented in Chapter 5, intrusion detection systems (IDSs) are used to
spot (and possibly mitigate) threats while monitoring a system (e.g., in net-
work traffic analysis to detect DoS or DDoS attacks). In order to describe
a general defense framework that could identify previously unseen attack
signatures, we focus on anomaly-based IDSs in this section. As stated previ-
ously, anomaly-based IDS are usually defined by two main components. A
modeling component analyzes the data in order to build and maintain the
profiles of normal and expected traffic while a monitoring component com-
pares such expected patterns with the ones currently observed in the data
in order to spot possible threats.

Existing IDSs will face new challenges when applied to smart grids. More
specifically, as discussed in Chapter 5 and [141], the characteristics of smart
grids that must be addressed by an IDS will include: 1) support for legacy
protocols (without affecting their real time performance), 2) scalability, 3)
support for legacy hardware proper of smart grids, which usually has re-
duced processing power, 4) compliance to existing standards, 5) adaptivity
to the evolving topological model, 6) unaffected deterministic processing of
data by SCADA networks and 7) reliable discovering of threats. An IDS that
relies on parallel and distributed data stream processing would be an appro-
priate solution to cope with requirements 1) and 2). As discussed in [35], a
requirement for an IDS running in the smart grid is to embrace the hetero-
geneous communication technologies forming the network. Such network
is presented in Figure 6.4.

The Wide Area Network (WAN) forms the communication link between
the local utility network and data concentrators (components in charge of
gathering and forwarding smart meter data) and usually relies on long-
range high-bandwidth communication technologies. Neighborhood Area Net-
works (NANs) connect concentrators and smart meters, which in turn inter-
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Figure 6.4: Overview of smart grid network from [35]

face with Home Area Networks (HANs). Field Area Networks (FANs) might
be used by the utility workforce to locally connect to equipment. As dis-
cussed in [35], the first requirement for a detection framework deployed in
such a network is to be distributed. At each different network, specific mes-
sages can be shared by devices that are not forwarded to other networks.
To this extent, centralized solutions could not access the overall information
and would therefore be blind to threats internal to other networks. At the
same time, the processing of the data from the different networks should be
parallel as far as the data do not need to be correlated (e.g., validation of en-
ergy consumption reading of distinct meters could be carried out in parallel
at the same time). State-of-the-art SPEs providing parallel and distributed
processing would comply with these requirements.

To the best of our knowledge, IDSs have been discussed as possible de-
fense frameworks in the context of smart grids but not many concrete solu-
tions have yet been proposed or deployed. One of the existing solutions that
discussed the use of IDSs in this context is presented in [83]. In their work,
the authors discuss the need for such a framework and present how already
existing solutions seem promising in this new context. In their work, the
authors rely on the data streaming processing paradigm in order to process
data. In order to provide online processing of data, the authors focus on
evolving stream mining techniques.

In their protocol, the authors also discuss the need for different modular
IDSs to be placed at different positions inside the network. Different IDS
are deployed for individual smart meters, data concentrators and the head-
end central system. The rationale for these different deployments is the
different nature of the data generated or collected by each of these devices.
An overview of the characteristics of the data observed at each device is
presented in Figure 6.5
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Figure 6.5: Data observed by IDS deployed at meters, concentrators and the
central system [83]

As mentioned, the authors do not define a new protocol to mine the
data in order to maintain profiles and spot threats. In the evaluation, the
evolving data stream mining classifiers of the MOA (Massive Online Analy-
sis) framework [12] are evaluated using a modified version of the KDD Cup
1999 data set [222]. From the original set of 16 classifiers, a subset of four
classifiers is selected. As shown in Figure 6.6, these four classifiers provide
similar results in terms of the precision with which normal and threat data
is recognized while processing it.

Figure 6.6: MOA classifiers precision comparison [83]
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6.6 Machine learning techniques in smart grids data
processing

In this section, we discuss existing work related to machine learning tech-
niques applied to data streaming in smart grids. We focus on two scenarios:
load consumption forecast and synchrophasor data analysis. In both scenar-
ios, the existing work discusses the need for scalable and online processing
of data. As discussed in Section 2.1, load forecast applications might be
actively involved in a DDoS attack. In such attacks, false consumption data
could be generated by each sensor in order to produce a wrong estimate
of the needed energy, which in turn might lead to outages during demand
peaks. On the other hand, a reliable forecast mechanism could be employed
in a defense framework in charge of detecting or mitigating possible attacks.
That is, reliable predictions could be used to spot suspicious deviations from
expected energy consumptions.

6.6.1 Energy consumption load forecast

Electricity load forecast has been researched extensively in the past, a survey
of the existing techniques is presented in [23]. As discussed in [73], load
forecast can be categorized in different research areas depending on the
time scale of the predictions. Traditionally, research has focused on short-
term demand forecast (predicting the load consumption within time frames
of hours to weeks). Medium-term (predicting the load consumption within
time frames of weeks to months) and long-term (predicting the load con-
sumption within time frames of months to years) forecasts have also been
studied, although less solutions have been proposed.

During the last years, different classification and learning methods have
been studied, with an increasing focus on the need for parallel and on-line
processing. Results show that machine learning algorithms that can utilize
many-core processors [188, 99] and lock-free synchronization [148] can
achieve more than a ten-fold speedup compared to sequential approaches.
We discuss in this section two existing techniques for load forecast that ad-
dress this need for parallel and streaming processing.

Forecast techniques could be employed in the context of anomaly based
IDSs. Given a reliable load consumption forecasting protocol, the live con-
sumption of each customer could be compared with the expected in order
to spot suspicious deviations. Such deviations might be indicators of threats
depending on their scale. As an example, a small number of customers
showing a suspicious change in their consumption pattern might be a sign
of smart meters tampering in order to reduce bill costs. On the other hand,
a considerable number of customers showing a suspicious load consump-
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tion pattern might be a sign of a DDoS attack targeting the consumption
estimation.

The first technique we take into account, discussed in [138], defines a
protocol where load consumption is predicted relying on a regression tech-
nique. The idea is to model load consumption as a random variable and to
study its conditional probability given some consumption observed in the
past (e.g., to estimate the load consumption of one day given the load con-
sumption of the previous one). The presented technique does not rely on
the data streaming processing paradigm; nevertheless, as pointed out by
the authors, parallel processing is needed in order to provide results in a
timely fashion. In order to forecast the load consumption, the presented
protocol relies on local kernel regression, based on the Nadaraya-Watson
estimator. This kernel regression technique studies the conditional expecta-
tion P (Y |X) of two random variables X and Y , modeling Y by means of a
functionm(X). This function is defined by a bandwidth parameter that spec-
ifies the range of X values taken into account in order to model Y . Choos-
ing the right value for the bandwidth parameter is challenging since small
bandwidth values usually lead to over-fitting (that is, the forecast model
is reliable only when observing values close to the ones used to train it)
while big values might generalize too much. In their work, the authors pro-
posed an evolutionary based approach to find the best modeling function.
In evolutionary based approaches, populations of candidate solutions are
generated randomly and, by means of reproduction, mutation, recombina-
tion and selection operations (as in biological evolution), populations evolve
over time. At each evolution step, the best individuals are chosen (based on
a given fitness function) and used to generate the following population. The
population evolution stops after a given number of when a given quality for
the individuals is met (we refer the reader to [110] for more details about
the evolutionary approach). In their work, the authors discuss possible par-
allelization strategies in order to make the proposed technique applicable
to large-scale smart grids. Two possible parallelization are defined. On the
one hand, the kernel regression computations could be parallelized (that
is, by assigning kernel computations functions to multiple machines). On
the other hand, the overall forecast process could be parallelized distribut-
ing the computations performed by the evolutionary technique (generation
and recombination of populations). In the evaluation, focusing on mid-term
load forecasts for a time frame of one week, the proposed technique achieves
lower error rates than its fixed counterpart where the bandwidth is chosen
statically. The protocol has been evaluated with real power consumption
data over three succeeding Sundays in January and February 2010. As dis-
cussed in the evaluation, the average absolute deviation from the training
set (referred to as eTR) and the test set (referred to as eTE) decrease when
employing the evolutionary technique with respect to a bandwidth param-
eter chosen statically (approximately from 80% to 60%). In the evaluation,
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the authors also compare the proposed technique with other learning tech-
niques such as Least Median Square Regression (LMS) or back-propagation
neural networks, obtaining results comparable for the former and substan-
tially better than the latter. Figure 6.7 presents the evaluation results, where
rows A, B and C refer to the different days in the data set and columns
present the kernel regression with fixed bandwidth, the evolutionary ker-
nel regression, the LMS and the back-propagation neural networks results,
respectively.

Figure 6.7: Evaluation of kernel regression with evolutionary approach
[138]

In order to address the time requirements of the processing protocol
and enable for online forecast, the authors in [191, 94] propose a different
hybrid technique composed by both an online and an offline component.
The online phase is in charge of processing streams of data and reduce the
amount of information forwarded to the offline components, in charge of
predicting the load consumption. The technique is able to forecast con-
sumption at different time scales of hours, days and weeks. Clustering is
used to group similar streams into clusters (where similarity is based on
the consumption pattern observed over a time window). Once aggregated,
data is processed by a neural network (ANN) in order to forecast the load
consumption for the given time frames [113]. The general idea is to find
customers that behave in a similar way and for which a general prediction
is close enough to the actual one.

One of the challenges in this approach is how to find the right number
of clusters into which the data is partitioned. If given a priori, such a num-
ber could be too high, leading to an unnecessary number of clusters or too
small, leading to an inappropriate number of sub-clusters that does not rep-
resent the real groups appearing in the data. Clustering protocols that do
not require an a-priori number of clusters, referred to as variable clustering
protocols, have been studied to overcome this limitation. In their work, the
authors propose ODAC [192], a top-down hierarchical variable clustering
protocol.

Clusters are maintained (and expanded/aggregated) by an hierarchical
structure, as shown in Figure 6.8. All the streams are initially grouped to-
gether. The distance between a pair a, b of streams belonging to the same
cluster is defined as their dissimilarity, expressed by the Rooted Normalized
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One-Minus-Correlation

rnomc(a, b) =

√
1− corr(a, b)

2

where corr(a, b) is Pearson’s correlation coefficient. This initial group is split
into subgroups depending on its diameter, defined as the maximum distance
between any pair of streams. Two main actions are defined to increase and
decrease the overall number of clusters. The expansion operation is applied
when the diameter of the cluster goes below a given threshold. On the
other hand, the aggregation operation is used to merge two subclusters into
a single one. Subclusters are merged when the diameter of a child subcluster
exceeds the one of the parent subcluster, indicating changes in the data have
occurred and the old split decision is no longer valid.

Figure 6.8: ODAC Hierarchical Clustering [191]

For each cluster, an ANN is trained in order to predict the load consump-
tion. As discussed by the authors, at each time t, the ANN predicts the load
at time t + k while it updates its model back-propagating the predictions
made for the moment t − k (that is, past predictions are used to tune the
model on the fly). For the evaluation, the authors rely on a network of 2500
sensors and a data set covering a period of three years, where consumption
readings happen on a hourly basis. From the evaluation, the overall predic-
tion precision is good, having a median prediction error of approximately
4% for hourly predictions which degrades to 6% for weekly and yearly pre-
dictions.

6.6.2 Synchrophasor data analysis

Similarly to load forecasting applications, machine learning algorithms have
been used to study the data produced by PMUs.

In [68] the authors discuss an online dimension reduction of PMU data
to enable real time analysis of the grid status. In the paper, the Principal
Component Analysis (PCA) technique is used to reduce the synchrophasor
data. The PCA technique is used to reduce a set of a given (usually high)
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number of variables to a smaller set containing the variables showing the
higher variance. The protocol is defined as unsupervised and single pass
to allow for online streaming processing of data. The authors suggest that,
once reduced to its principal components, synchrophasor data can be fed
in a real time fashion to machine learning algorithms in charge of main-
taining models for the grid status. A candidate machine learning could be
classification type Decision Trees (DT), as discussed in [175]. DT are used
in data mining as a model to predict the value of a given target variable
based on previous observations of a set of input variables (used to train the
model). The information is maintained in a tree structure where each inte-
rior node defines a test on one of the input variables while leaf nodes specify
the outcoming target value. In the paper, the authors rely on DTs to study
the stability of the grid. DTs are trained using angle phase attributes from
the different PMUs, since a grid which is becoming unstable is character-
ized by widening voltage angles. In order to train the DTs, data collected
over the past (during which outages happen) is used. Data is labeled offline
and each label represents the margin to voltage collapse given the current
phase. Moreover, each node is shaded proportionally with voltage secure
(light shade) and insecure (dark shade) entries. Figure 6.9 presents a sam-
ple DT trained with the given data. The number of training entries falling
into each node is specified on top of each node.

Figure 6.9: Sample Decision Tree [175]

An interesting connection point between research in the context of PMU
data analysis based on DTs and data streaming is the work proposed in
[78, 118]. In [78], the authors discuss how to build DTs in an online man-
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ner while processing streaming data. In its basic learning form, each entry
of the training data must be analyzed several times in order to build the DT
that best predicts new incoming measurements. Nevertheless, such multi-
pass analysis does not fit with the data streaming processing model, where
single-pass analysis is enforced to minimize processing latency. In the pa-
per, the authors discuss a single-pass protocol to learn DTs while processing
data streams. Thanks to the Hoeffding bound theorem, the authors demon-
strate how the learned DT can be as good as needed (with respect to the
DT learned by a multi-pass protocol). The initial results assume a stationary
data distribution, which might not always be the case in data streaming ap-
plications. This assumption is relaxed in their following work [118], where
the authors discuss how to build a DT when data evolve over time.

6.7 Leveraging cloud infrastructures in smart grids

Cloud infrastructures provide several advantages for smart grid applications
[206, 252, 205, 194, 204]. One of the advantages is the economical benefit
of cloud models such as Infrastructure as a Service (IaaS) or Platform as a
Service (PaaS) models. With the latter, companies shifting from traditional
grids to smart grids can reduce investments, avoiding costs such as instal-
lation or hardware and software maintenance. Moreover, the elastic nature
of cloud infrastructures allows for initial setups that can then be increased
accordingly to the processing requirements. To this end, elastic infrastruc-
tures have shown to scale well and are an appropriate solution to process
multi-million sources, as in the context of smart grids.

Research to leverage cloud infrastructures in the context of stream pro-
cessing has been addressed in the last years and solutions that adapt to such
infrastructures exist.

System provisioning is a valid example of how SPEs together with cloud
infrastructures can reduce processing costs. When deploying an infras-
tructure in charge of processing data streams, system over-provisioning or
under-provisioning is usually adopted depending on the data rate fluctua-
tions and on quality of service standards defined by the utility. When over-
provisioned, a system relies on the resources it needs to process the data at
this maximum rate; nevertheless, the system is not fully utilized and costs
are not optimized each time data does not come at its maximum rate. On
the other hand, under provisioned systems are usually tuned to process data
coming at its average rate, while they may violate the given time boundaries
during load peaks. Elastic SPEs can be used to avoid both under and over
provisioning, adjusting the used resources depending on the current system
load. Existing elastic stream processing engines provide elasticity in terms
of queries (where new nodes can be provisioned or decommissioned when
new queries are deployed in the systems [152]), or in term of processing
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capacity (where nodes or threads can be provisioned or decommissioned to
running queries in order for them to cope with the given processing time
boundaries [198, 106])

In [205], the authors discuss the use of cloud infrastructure to enable
online portals to share real time energy usage and power pricing informa-
tion between producer utilities and consumers. Such data could also be ag-
gregated and shared with third-party applications (examples of these third-
party applications include monitoring applications such as Google PowerMe-
ter [9] or Microsoft Hohm [11]). At the same time, other applications could
provide information used by utility forecast applications, such as meteoro-
logical parameters like cloud coverage or solar radiation intensity maps (we
refer the reader to [252] for a detailed description of such applications).
In this sense, the elastic features of the cloud infrastructure could help in
adjusting the setup size accordingly to the number of entities accessing the
information. As stated by the authors, an important concern in the context
is privacy preservation. An interesting taxonomy of security and privacy
issues is presented in [206] (as discussed in Chapter 2 and 3, stealing of
personal information is one of the threat motivations). In their work, the
authors take into account the main concerns of the three entities relying on
the cloud infrastructure: the utilities producing the energy, the consumers
and third-party applications, as summarized in Figure 6.10.

Figure 6.10: Security and privacy concerns in the context of cloud applica-
tions [206]

Figure 6.11 presents how the information could be accessed in a cloud-
centric smart grid. The framework defines two separate APIs used to push
to and get data from the cloud environment. The PUT interface could be
used by the different sensors deployed in the network (referred to as Si in
the figure) while the GET interface is used by the different entities such
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Figure 6.11: Leverage cloud infrastructure in the context of smart grids data
management [194]

as energy wholesalers or retailers, end user accessing consumption data or
transmission system operators.

With respect to data streaming applications, such a framework should
define a transparent integration with a streaming data model, as discussed
in [252]. Existing cloud infrastructures define interfaces where data such as
files or structured collections can be shared but no transparent integration
exists for streams of data. In their work, the authors discuss a work-flow
framework that includes data streams as a possible input (unbounded series
of binary data), taking into account techniques to ensure high performance
and to enhance reliability.

It should be noted that adaptivity in the context of smart grids could
not only refer to the need for the processing to adapt to the varying rates
at which data is generated, but also for the rates at which events are gen-
erated to adapt depending on the system state. This concept is introduced
by the authors of [204]. In their work, the authors discuss a load forecast
protocol where smart meters can adjust the rate at which events are gen-
erated depending on the overall energy consumption. As discussed by the

www.syssec-project.eu 76 September 10, 2013



6.8. SUMMARY

authors, given a threshold for the sustainable energy consumption, forecast
methods would require data at a finer granularity as consumption gets close
to its limit, while a coarse-grained analysis could be used when energy con-
sumption is considerably lower than the given threshold. To this end, the
granularity at which measurements are produced by sensors should vary
over time depending on the overall consumption.

The rate control logic defined by the authors (used to specify the rate at
which events are created by smart meters) is defined as

StreamRate ∝ 1

AvailableCapacity− CurrentUsage

That is, the closer the user’s usage to the overall available capacity, the
higher the rate at which reports are generated by smart meters. In the
protocol evaluation, three different queries are run to monitor the overall
energy consumption. The first query monitors whether the power consump-
tion of a user exceeds a given threshold. A second query is defined to check
whether the power consumption of a user increases more than 25% from the
previous measurement. Finally, a third query checks if the overall consump-
tion over a window of 15 minutes exceeds 90% of the available bandwidth.
Thanks to the rate control logic, the authors show how these queries meet
the defined accuracy requirements while consuming 50% lesser bandwidth.
In their implementation, the authors rely on the Eucalyptus private cloud
infrastructure [8] and the IBM InfoSphere SPE [10].

6.8 Summary

In this chapter, we discussed the need for scalable processing of data in the
context of smart grids. As presented, the fast online processing provided by
the data streaming protocol is an appropriate candidate to process the data
produced by devices deployed in smart grids and could increase security by
means of state monitoring and threat defense. Moreover, several machine
learning techniques (usually adopted to model complex systems) that have
been studied in the context of data streaming could be applied in this new
context. Efficient multi-core computation is a necessity in this context with
the large volumes of data. The chapter points out example uses and appli-
cation areas, including monitoring and optimization.
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7
Trusted computing in smart meter environments:

the TOISE project

TOISE1 is an European funded project whose objective is to define, develop
and validate trusted hardware and firmware mechanisms, which must be
applicable both to lightweight embedded microelectronic devices and as
security anchors within the related embedded computing platforms. This
is a necessary enabling block for the secure and tamper-resistant solutions
needed by applications such as smart grids, smart low-energy home appli-
ances, environmental or infrastructural sensor networks, and more gener-
ally for managing trusted components and granting security over wired and
wireless networks.

In the smart grid area, TOISE focuses on two applicative scenarios: smart
metering and home multimedia gateways. The smart metering scenario, in
particular, focuses on the basics: automatic measurement of electric power
consumption, notification to the power provider, automated billing, auto-
mated load balancing in the power grid (e.g. disconnection and reconnec-
tion of the consumer loads as needed, management of emergencies and
faults). While the basic scenario is focused on power metering, non–electric
resources, such as gas, water, heating, are also taken into account.

Multimedia streaming is a specialization of the smart metering scenario.
It consists of locally storing and distributing copyrighted multimedia data by
means of the power grid, and possibly of downloading such data by means of
the power grid as an alternative to using a traditional data network. Billing
is obviously also an issue for multimedia streaming.

The underlying architecture is pretty simple. A power line connection
distributes electric power and data together, using the existing electric power
grid. It is characterized by having a higher reliability than wireless commu-
nication technologies. The smart meter is connected, again via a power

1http://www.toise.eu/
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line, to a power provider or distributor. A wireless connection, e.g., Zigbee,
may be used for the local communications among nearby meters (e.g., those
displaced in a building) that measure non-electric resources such as gas or
water, for which the electric power meter works as a gateway to the power
line connection.

The security requirements in this scenario [31] are related to how data
are used by the various actors on a communication line, and how they
are maintained in a database respecting the CIA paradigm (as discussed
in Section 5.2). Security threats are mainly located in the peripheral circuits
and the buildings, as the power provider and the multimedia provider are
trusted elements in the scenario. A few threats may also exist at the provider
level, namely in the interoperability of multi-provider platforms, in the au-
thentication, etc. The provider must handle secret keys to be shared with all
the other actors. The provider can also act as a Certification Authority (CA).

Most threats are on the consumer side. In fact the consumer is sub-
ject to attacks on smart meters. Typically such attacks are of the following
types: physical tampering, side channel analysis (e.g., power attacks, fault
injection-based attacks, etc), network attacks against the flow of data to-
wards the upper levels, user masquerading, hijacking, etc. Also confiden-
tiality and privacy attacks occur here. Authentication must be provided for
the meters that have commands such as enable/disable the meter itself, in
order to prevent the unauthorized detachment of a single consumer or even
of a whole neighborhood. The data collected from consumers should be ag-
gregated for statistical purpose only, with no access to individual records in
order to prevent an unauthorized consumer profiling.

All the attacks of the smart metering scenario, may occur in the multi-
media streaming scenario as well. Moreover, there are attacks on the con-
fidentiality and integrity of large volumes of application data, in the case
such data are copyrighted. A typical multimedia home gateway will also be
able to run applications, and will have a more refined operating system than
that of a smart meter. Thus the multimedia gateway must also have a secure
boot procedure.

For these two applications, TOISE is developing and testing through
demonstrators, two embedded systems that will perform the smart meter-
ing and multimedia home gateway services, equipped with the necessary
security functions to face the threats described above. These functions are
mainly based on cryptography, both at the hardware and software level, and
on the countermeasures for facing security attacks, of crypto-analytical and
side-channel type. More precisely, two System-On-Chips (SOCs) are envi-
sioned for the smart grids: a metering SOC with a small processor and a
few embedded security IPs (both in HW and in SW) based on cryptogra-
phy, to protect metering information and communication; and a home gate-
way SOC, based on the HomePlug AV powerline communication standard
(versions 1 and 2), with a more powerful processor with embedded cryp-
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tographic IPs and a secure boot procedure, to run a secure Linux operating
system and the related applications. An overview of the TOISE approach
can be seen in Figure 7.1.

Figure 7.1: An overview of the TOISE project.

TOISE brings together a few European manufacturing-based semicon-
ductor companies, such as STMicroelectronics and Micron, as well as sev-
eral system actors, such as Eads, Gemalto, Hellenic Aerospace, Proton and
Thales, in order to develop safe and secure solutions for smart grids in gen-
eral. Furthermore, in TOISE a few Small and Medium Enterprises (SMEs)
develop enabling blocks: Secure IC and Magillem Design. SMEs also con-
tribute to apply the technology to the related targeted applications: AZCom
and TST. CEA LETI, as a security evaluation center, performs some secu-
rity tests. A few universities contribute various research aspects related to
cryptographic methodologies and technologies: University Milano-Bicocca,
University of Cantabria, ParisTech and Politecnico di Milano. Finally, seven
research labs from the participating countries develop the further enabling
research.
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8
Multisensor security system for future smart homes

This chapter gives a short overview of some achievements related to multi-
sensor security systems for future smart homes. Smart homes provide added
value to the costumer domain of the smart grid by giving more control over
the power consumption to the customer, but it raises security concerns. The
work presented is a result of SysSec consortium partnering with a national
research project “A Feasibility Study on Cyber Threats Identification and
their Relationship with Users’ Behavioral Dynamics in Future Smart Homes”,
DFNI-T01/41, a joint effort with the industry. Generally, DFNI-T01/4 aims
at studying and methodologically develop a framework for the possibilities
of identifying cyber threats in future smart homes. The target is an exper-
imentally selected scenario context, accentuating on both technologies and
human factor specificities.

8.1 Introduction

The availability of low power consumption electronic components nowadays
allows easy development of smart multisensory devices for environment
parameters detection and real-time data processing in relation to instant
human health and security. In addition to the direct threats due to acci-
dents, emergency medical problem or intrusion into a space, such system
provides information about the way in which each measured environment
physical parameter affects inhabitants’ health, self-assessment and perfor-
mance. One of the environmental factors affecting the health status of the
people is the change in atmospheric pressure, which is often associated with
insomnia, fatigue and dizziness [122]; Concentration of particles is related
to increased risk for lung disease, susceptibility to pulmonary infections and
reduced lung function [132, 170]; Low relative humidity is a cause of dry

1http://www.smarthomesbg.com/
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or irritated mucous membranes of the eyes and respiratory system [241];
Temperature is another important factor in the room environment, which in
combination with humidity affects the performance and overall health [167]
and this has to be taken into account among other parameters, e.g. the ele-
vated CO2 concentrations that lead to poor performance and fatigue [190].
On the other hand, CO is connected permanently with the hemoglobin in
the blood, thus preventing the transfer of oxygen to the tissues, leading to a
disturbance of the functions of the nervous and cardiovascular systems [24],
i.e., the poisoning of the body.

In modern housing and workplaces the low frequency vibrations dis-
tort the sense of comfort [173], and noise in the environment producing
a high risk factor for high blood pressure, having temporary or permanent
effects on the cardiovascular system [56] that is also leading to sleep dis-
turbances [169]. The level of illumination in residential and working areas
also affects self-assessment, performance and psychological status of peo-
ple [230].

With the advent of mobile technology in everyday life, especially in the
last two decades, the level of electromagnetic load in big cities has dra-
matically increased. The effect on the human body is still under investiga-
tion [96], but many authors including the EC [4] suggest the existence of
a significant effect of electromagnetic fields (1Hz to 300 GHz) on human
health.

8.2 A security system for the future smart home

Generally, a security system for future smart homes has to meet the require-
ments of the three areas: reporting disaster, medical emergencies, notifica-
tion of burglary, and tracking/ analysis of parameters indirectly related to
health, self-assessment and performance. Additionally, the system has to
allow upgrade with other sensor modules without lowering its quality and
effectiveness. In response to these requirements, we propose a system of
radio connected multisensory modules providing real-time information for
environment changes.

Figure 8.1: General scheme of the functioning of the security system in
modern smart homes
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The present security system encompasses three types of multi-sensor
modules, which monitor the changes in various parameters of smart homes,
as well as, paying attention to the software for processing, analysis, trans-
mission and visualization of the data for notification of disasters, accidents
and emergencies. The system also allows observation and analysis of par-
ticular parameters indirectly related to human health, self-assessment and
work efficiency. We assume that the system should comprise three types of
multi-sensors. The first multi-sensor type is a device combining a maximal
number of sensory units in a single module (see Figure 8.2).

Figure 8.2: Multi-sensor system with three possible sensor elements in-
cluded

The device processes the input information from different sensors in real
time and transmits it to a PC via a wireless XBee Mesh network. The multi-
sensor system of the first type has its power supply from the electric grid,
whereas there is an option to switch to autonomous energy supply mode in
cases of electric failures. The second multi-sensor system type is designed
for different living spaces and integrates a smaller numbers of sensor units.
In Figure 8.3, the multisensors of the second type are shown, designated for
the kitchen (Figure 8.3-A), the bedroom (Figure 8.3-B) and the living room
(Figure 8.3-C).

Figure 8.3: Multi-sensors with different combinations of specialized sensors
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The second type of multi-sensors is designed to be supplied from the
electric grid, but the embedded battery allows automatic switching to au-
tonomous power supply mode. The third type of multi-sensors (Figure 8.4)
are devices built upon only one sensor, managed by a processor and trans-
mitting a signal in real time via an XBee network. This type of sensor has
the lowest energy consumption and provides the most versatile usage and
distribution possibilities, according to the particular needs of the user.

Figure 8.4: Sensor device with a single sensor element using MESH-type
network

Multi-sensors of the first, second and third type can easily be combined
into the system without any particular influence on the whole system’s func-
tionality. The radio connection between separate multi-sensors is realized
via embedded XBee modules. The architecture of the XBee Mesh network
allows adding/removing sensor units without affecting the work of the rest
of the units. Sensors for the electricity consumption of any of the plugs in
the space are included. That sensor permits to remotely check the energy
consumption as it transmits the data via an XBee radio on the same MESH
network. The data obtained from that sensor can be used to look for elec-
tric appliances that mistakenly have been left with power even though the
inhabitants are not at home. Thus, the sensors for electricity consumption
prevent fires and can be used to improve the domestic energy efficiency.

XBee networks: The wireless communication is built with XBee radio
modules [5] based on the IEEE 802 protocol (Figure 8.5). They form a
so-called wireless MESH network, i.e. a network where each radio module
not only broadcasts its own data, but also retranslates the data of other
radio modules. The MESH network organization allows for most transmis-
sions to be successfully distributed, even if one of the network nodes goes
down [36].

The ability to send information to a web-based user portal and to receive
and execute user commands provide user access to the system from every
point in the world with Internet communication.

Data transportation: The sensory data obtained by the environmental
sensors have to be transmitted to the application in a way that allows ver-
satility in sensor installation and ease of access by the users. To this end a
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Figure 8.5: MESH Network

two level communication infrastructure is used: one level that groups the
environmental sensors into a wireless MESH network and another for dis-
tributing the data on the global network (Figure 8.6).

Figure 8.6: System Communications Architecture

Visualization: The multisensory data are stored in a database and is
accessible from smart devices with Internet connectivity. The visualization is
intuitive and easy for understanding. A web based application (Figure 8.7)
has been developed with the use of the jqPlot [6] a plotting plugin for the
jQuery [7] Javascript framework.

The data update is organized on regular time intervals. For a test system
at intervals of 10 seconds an AJAX request is sent to the database. The
minimal time interval is 1 sec and the maximum is limited to six hours. The
latest data are visualized along with eight hours history for comparison.
For each of the monitored environmental parameters a data range can be
defined and if the current value is outside this range the application marks
these values in red. The application provides ability for data review based
on different date and time filters, including past periods, hours statistics,
days and even months.
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Figure 8.7: Multisensory devices web data visualization

8.3 Conclusions

The system for monitoring the parameters of the future smart home has the
following advantages.

• Flexibility: The system permits the usage of a combination of sensor-,
multi-sensor and coordinating devices without hindering the normal
data transmission. The former grants the users with freedom to po-
sition the sensors in the space, according to their own preferences,
which can also differ from the formerly described applications.

There are overall three types of sensor modules and two types of co-
ordinating devices that allow a convenient and flexible installation of
a sensor network in closed spaces according to the needs and prefer-
ences of the particular user’s smart home design.

• Functionality: The users of the system have the possibility to set the
working mode of each separate sensor, and the system as a whole,
online or directly via a smart device with web access. The changes
to the working modes of the system and for each of the sensors are
possible due to the specialized developed software using a web-based
platform.

• Continuity: The sensors automatically transmit their signals to the
coordinating unit in given time intervals. The intervals can be defined
individually for each separate sensor among the multi-sensor modules.
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The minimum interval for transmitting new measurements is 1s, and
the maximum is restricted to 6h.

• Energy Efficiency: The sensors can work in a low consumption mode
from which they are “awakened” by the user on request to measure
and send data. After the request is fulfilled, the sensors switch back to
low consumption sleeping mode.
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9
Improving the analysis of embedded devices

9.1 Introduction

Embedded systems represent the majority of the devices and components
that compose the smart grid. An embedded system consists of a number of
interdependent hardware and software components, often designed to in-
teract with a specific environment (e.g., a car, a pacemaker, a television, or
an industrial control system). Those components are often based on basic
blocks, such as CPUs and bus controllers, which are integrated into a com-
plete custom system. When produced in large quantities, such customiza-
tion results in a considerable cost reduction. For large quantities, custom
built chip (ASIC) are preferred as they allow improved customization, bet-
ter integration, and a reduction of the total number of parts. Such chips, also
called Systems on a Chip (SoC), are often built from a standard CPU core
to which both standard and custom hardware blocks are added. Standard
blocks, commonly called IP Cores, are often in the form of a single com-
ponent that can be integrated into a more complex design (e.g., memory
controllers or standard peripherals). Custom hardware blocks are instead
often developed for a specific purpose, device, and manufacturer. For exam-
ple, a mobile phone modem may contain a custom voice processing DSP, an
accelerator for the GSM proprietary hardware cryptography (A5/1) and an
off-the-shelf USB controller.

Over the years, such SoCs have significantly grown in complexity. Nowa-
days, they often include Multiple Processors (MPSoC) and complex, custom,
hardware devices. As a consequence, virtually every embedded system re-
lies on a different, application specific, system. As a witness of this phe-
nomenon, the website of ARM Ltd., which provides one of the most common
CPU core used in embedded systems, lists about 200 silicon partners.

Unfortunately, the increasing pervasiveness and connectivity of embed-
ded devices significantly increased their exposure to attacks and misuses.
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Such systems are often designed without security in mind and visible fea-
tures, low time to market, and reduction of costs are the common driving
forces of their engineering teams. As a consequence, we recently observed
an increasing number of reports of embedded systems compromises, with
often devastating consequences [48, 57, 174, 168, 40, 29, 224, 182, 76, 66].

To make things worse, such systems often play an important role in
security-relevant scenarios, as part of safety critical devices, integrated in
home networks, or by handling personal user information. Therefore, it is
extremely important to develop the required tools and techniques to analyze
embedded systems from a security point of view.

In the traditional IT world, dynamic analysis systems play a crucial role
in many security activities - ranging from malware analysis and reverse en-
gineering, to vulnerability discovery and incident handling. Unfortunately
there is no equivalent in the embedded system world. If an attacker compro-
mises the firmware of a device (e.g., a smart meter or a PLC in a Stuxnet-like
attack scenario [174]) even vendors often do not have the tools to dynami-
cally analyze the behavior of the malicious code.

Dynamic analysis allows the analyst to overcome many limitation of
static analysis (e.g., packed or obfuscated code) and to perform a wide range
of more sophisticated examinations - including taint propagation [130, 233],
symbolic and concolic execution [199, 61, 45, 69], unpacking [131], mal-
ware sandboxing [1, 3], and whitebox fuzzing [102, 103].

Unfortunately, all these techniques and their benefits are still not avail-
able in the world of embedded systems. The reason is that in the majority of
the cases they require an emulator to execute the code and possibly monitor
or alter its execution. However, the large number of custom and propri-
etary hardware components make the task of building an accurate emulator
a daunting process. If we then consider that additional modules and hard-
ware plugins should be developed for each embedded system on the market,
we can easily understand the infeasibility of this approach.

To fill this gap we are currently working on a technique that will over-
come the limitation of a pure firmware emulation. The idea is to connect
together the physical device with an external emulator. By injecting a spe-
cial software proxy in the embedded device, we can execute the firmware
instructions inside the emulator while channeling the I/O operations to the
physical hardware.

9.2 Dynamic Firmware Analysis

While the security analysis of an embedded device’s firmware is still a new
and emerging field, several techniques have been proposed in the past to
support the debugging and troubleshooting of embedded systems.
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Hardware debugging features (mostly built around In-circuit Emulators
and JTAG-based hardware debuggers) are nowadays included in many em-
bedded devices to simplify the debugging procedure. However, the task re-
mains extremely challenging and it often requires dedicated hardware and
a profound knowledge of the system under test. Several common debug-
ging interfaces have been proposed, including the Background Debug Mode
(BDM) and the ARM CoreSight debug and trace technology. Architecture-
independent standards for debugging embedded devices also exist, such as
the IEEE-ISTO 5001-2003 NEXUS [2]. Most of these technologies allow the
operator to access, copy, and manipulate the state of the memory, to insert
breakpoints, single step through the code, and collect instructions or data
traces.

When available, hardware debugging interfaces can be used to perform
certain types of dynamic analysis. However, they are often limited in their
functionality and do not allow the operator to perform complex operations,
such as taint propagation or symbolic execution. In fact, these advanced
dynamic analysis techniques require an instruction set emulator to emulate
the firmware of the embedded target. Unfortunately, the proper emulation
of the firmware requires the analysis environment to correctly emulate also
all the peripherals devices. Without such support, the emulated firmware
would often hang, crash, or in the best case scenario, show a different be-
havior than on the real hardware. Such deviations can be due, for exam-
ple, to incorrect memory mappings, active polling on a value that should
be changed by the hardware, or the lack of the proper hardware-generated
interrupts or DMA operations.

To overcome these problems, researchers and engineers have devised
three solutions, each with its own limitations and drawbacks:

• Complete Hardware Emulation
Chipounov [60] and Kuznetsov et al. [142] proposed the implemen-
tation of an emulated PCI bus and network card that returns symbolic
values. This approach has the main drawback that it requires to emu-
late the device properly. While this is not much of a problem for well
understood devices, like a PCI network card supported by most PC em-
ulation software, it can be a real challenge in embedded systems and
can be just impossible when the hardware is not documented. Un-
fortunately, lack of documentation is the rule in the embedded world,
especially in complex proprietary SoCs.

In some cases, accurate system emulators are developed as part of
the product development to allow the firmware development team to
develop software while the final hardware is still not available. How-
ever, those emulators are usually unavailable outside the development
team and they are often not designed for code instrumentation, mak-
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ing them unable to perform basic security analysis (tainting, symbolic
execution...).

• Hardware Over-approximation
A simpler approach consists in using a generic, approximated, model
of the hardware. For example, by assuming that interrupts can happen
at any time or that reading an IO port can return any value. This ap-
proach is easy to implement because it does not require a deep knowl-
edge of the real hardware, but it can clearly lead to false positives,
(e.g., values that will never be returned by the real system) or mis-
behavior of the emulated code (when a particular value is required).
This approach is commonly used when analyzing small systems and
programs that are typically limited to a few hundreds of lines of code,
as showed by Schlich [197] and Davidson et al. [69]. However, on
larger programs and on complex peripherals this approach will invari-
ably lead to a state explosion that will prevent any useful analysis.

• Firmware Adaptation
Another approach consists in adapting the firmware (or in extracting
limited parts of its code) in order to emulate it in a generic emulator.
While this is possible in some specific cases, for example in Linux-
based embedded devices, this technique does not allow for an holistic
analysis and may still be limited by the presence of custom peripher-
als. Moreover, this approach is not possible for monolithic firmwares
that cannot be easily split in independent parts - unfortunately a very
common case in low-end embedded systems.[67]

In the next section we present our work-in-progress technique based on
an hybrid combination of the actual hardware with a generic CPU emulator.
Our approach enables to perform advanced dynamic analysis of embedded
systems, even when very little information is available about the firmware
and when the hardware of the device does not provide even the basic de-
bugging support.

9.3 Embedded System Emulation

Our approach aims at enabling independent dynamic analysis of embed-
ded software. It can assist in several activities, including reverse engineer-
ing, bug finding through fuzzing or symbolic execution, vulnerability assess-
ment, and root cause analysis of known vulnerabilities.

Our framework is built around the concept of executing the firmware
into an emulator while forwarding the IO access to the real device.

The emulator is instrumented to forward accesses of memory regions to
our engine, which in turn forwards them to the target device. The internal
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Figure 9.1: Architecture Overview

architecture of the system is completely event-based, allowing plugins to
tap into the data stream and even modify data as it is passed between the
emulator and the target.

We have developed an emulator plugin for Qemu/S2E. This plugin talks
to a GDB instance over the GDB/MI interface to control the firmware’s exe-
cution in Qemu: It can get or set registers, set breakpoints and read or write
memory. Additionally it is connected to a plugin in S2E which forwards
memory accesses of selected memory regions to our system. More advanced
functionality of S2E will be made available through the QMP interface, a
JSON-based request-response protocol which will allow to execute Lua func-
tions to control symbolic execution. Currently we only support Qemu/S2E
as emulator, but the interface for emulators is generic and allows other em-
ulators to be added easily.

On the target side, we developed three backends:

• A plugin that uses the GDB serial protocol to communicate with GDB
servers (e.g. a debugger stub on the device or a JTAG GDB server)

• A plugin to support low-level access to OpenOCD’s JTAG debugging
via a telnet-like protocol

• A plugin that uses a custom binary protocol which is more efficient
than the GDB protocol to interact with our debugger stub on the target

Additionally, we also developed a plugin to optimize the access to mem-
ory. When emulator executes the firmware while forwarding all memory
accesses, this plugin observes the memory addresses accessed by the re-
quests as well as the current program counter and stack pointer addresses.
If a value is read from or written to the target, it is cached by the plu-
gin. When the next read for the same address happens, the plugin verifies
whether the read value corresponds to the expected one from the cache. A
difference between the cached value and the read value is interpreted as
memory-mapped IO access.
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For each of the categories read access, write access, stack access, execute
access and IO access the plugin keeps a per-page count (the page size is con-
figurable) and derives the type of the memory range (code, read-only data,
read-write data, stack, IO memory) at the end of the firmware execution.

9.3.1 Context Switching

While it is possible to perform the complete analysis on the emulator, it is
sometimes interesting to let the program run completely on the target de-
vice. This allows to proceed without any delay or interaction with the em-
ulator until the analysis point is reached. For example, during the loading
phase of the embedded system there may be an intensive IO access phase.
This approach is also useful when the device under analysis needs to per-
form some network interaction that has to be completed without delays.

Starting the Analysis at a selected point

In this case the firmware starts on the physical device and runs natively
until a certain pre-defined event occurs (e.g., a breakpoint is reached or an
exception is raised). At this point, the execution on the physical device is
frozen and the state is transferred to the emulator, where the execution is
resumed.

Returning execution to the Hardware

After the required analysis is performed on the emulator, the execution of
the firmware can be transferred back to continue on the real device. In
this case the memory state of the virtual environment is copied back to the
physical device. Depending on the analyst’s needs, it is possible to switch
again to the emulator at a later stage.

9.4 Full-Separation Mode

At the current stage, the system is completely implemented and it has been
tested on a number of different physical devices. The prototype now works
in what we call “full-separation mode”, in which the code is executed in the
emulator and the (memory) state is kept in the physical device. In other
words, for each instruction that is executed in the emulator, the accessed
memory addresses are fetched from and written to the real memory of the
embedded system. At the same time, interrupts are intercepted by our proxy
in the physical system and forwarded back to the emulator.

This approach allows, in theory, to emulate any firmware. In practice,
there are two main problems. First, the throughput is often so low (few
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instructions per second) that the analysis time becomes intractable. Second,
many physical devices have time-critical sections that need to be executed
in a short amount of time or the execution would fail. For instance, certain
interrupts are generated at a very high frequency and the corresponding
handler needs to be executed before the next interrupt is generated.

For this reason, we are now implementing two new functionalities in
our analysis framework. On one side, we plan to transfer part of the state
of the application from the physical device to the emulator, in order to re-
duce the memory I/O operations that need to be forwarded to the physical
device. On the other side, we are implementing a new technique to isolate
certain functions in the code and move them back to be executed natively
on the hardware. Even though the implementation of these optimization
techniques is not completed, preliminary experiments seem to confirm that
they would successfully speed up the system to a point in which complex
dynamic analysis of embedded devices becomes possible.

9.5 Conclusions

Smart grids greatly rely on embedded systems to perform a variety of com-
putation and automation tasks. Unfortunately, while for normal computers
there are many static and dynamic analysis tools available, on the embedded
world these tools are still missing. It is often the case that even the vendors
do not have the right emulators required to properly study compromised
devices, or malicious firmwares installed by an attacker.

This lack of tools greatly reduces the ability of researchers to investigate
the security of embedded devices. For this reason, we are now working on a
novel technique to fill this gap by making advanced dynamic analysis possi-
ble on unknown firmwares. Our current prototype shows promising results
and we hope to be able to overcome the current performance limitations in
the near future.
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10
Remote control of smart meters: friend or foe?

10.1 Introduction

Even though the transition to the smart grid offers new functionalities, it
also brings security concerns in how the technology can be misused by a
malicious adversary. We have detailed some of these problems in earlier
chapters and highlighted the need for an interdisciplinary approach to an-
alyze possible solutions. In this chapter we describe and analyze just such
a problem. We present a scenario where the adversary targets the smart
meters installed in the electrical distribution network. Our main focus is
not on the attack on the smart meters themselves, but rather on the impact
(and resulting damage) that the adversary can cause to the electric grid if
he would manage to control a number of smart meters in a single neighbor-
hood or even several cities within a country.

As explained in Section 1.2, the EU mandates that all the metering de-
vices present in the traditional energy distribution network should be re-
placed with smart meters by 2020, in an attempt to better control and mon-
itor the energy consumption. These meters have a range of functions, allow-
ing remote reading of consumption but also the possibility to remotely turn
power on or off. The distribution company can, for example, cut the power
from customers that have defaulted on their payments by simply issuing a
remote command to the smart meter.

The scenario is localized to a neighborhood modeled as a power island
(see Section 10.2). Here, the attacker’s purpose is to create havoc and dam-
age the electrical appliances in the neighborhood by changing the voltage in
the network through his control over the smart meters, or more specifically
over their ON/OFF switch.

The rest of this chapter is organized as follows. In Section 10.2 we
give a short background to important properties of electrical networks. In
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Section 10.3, we outline the scenario and the possible consequences and de-
scribe the simulation results in Section 10.4 before we conclude the chapter.

10.2 Background

10.2.1 Power quality

One of the important factors in the design of a distribution grid is power
quality, i.e. limits for power supply frequency and voltage magnitude, so
that electric and electronic equipments can function without damage when
connected to the outlet. It is important to account for the transmission line’s
loss to ensure power quality standards for each feeder, where a feeder is a
portion of the grid that provides power transportation capabilities to ser-
vice areas. In real-world conditions with variable loads and unpredictable
power generation levels, power quality issues need to be handled in order
to respect the specification of appliances. According to the European “Volt-
age Characteristics in Public Distribution Systems” including EN 50160 and
EN 61000 standards [156], there are specific voltage requirements and fre-
quency regulations for different situations. There are requirements for an
acceptable variation of voltage magnitude (from 220− 240V nominal value,
depending on country) and power frequency (50Hz nominal value). Vari-
ations allowed for the frequency must be on average ±1% (49.5 − 50.5Hz)
in 95% of a week time and −6%/+4% (47 − 52Hz) at all times. Voltage
magnitude variation should be within ±10% of the nominal voltage in 95%
of a week time and all average values should not go outside −15%/+10%
of the nominal voltage. In the case that an energy provider does not respect
power quality standards, grid problems may appear and cascade to unfore-
seen consequences. Therefore, power quality specification are enforced by
financial penalties on the energy providers. Problems related to the quality
of the voltage may manifest themselves as short interruptions, flickers, volt-
age dips, supply voltage variations and harmonic disturbances. For more
information, we refer the reader to [90], which explains in detail how these
phenomena manifest.

In the attack scenario that will be described in detail in Section 10.3,
the voltage magnitude is pushed outside of the standard value limits. By in-
ducing abrupt variations in the loads at precise points in time, for example
when the grid becomes underloaded (too much available power), the volt-
age magnitude can be pushed outside the range of safe values. Formally,
this is a consequence of the power flow equations relating individual nodes
or bus power properties, used for the simulation in Section 10.4. These
equations are briefly outlined below.
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10.2.2 Power flow equations

As previously mentioned, the electrical grid is composed of nodes or buses,
where each node is connected by a transmission line. In order to model the
electrical infrastructure and electricity flow, each transmission line is char-
acterized by physical properties (resistance, capacity and inductance). The
line’s specific properties can be measured, and the loss characterizing the
line, also known as impedance can be calculated. A square matrix, whose
dimension depends on the number of nodes in the network, can be built to
represent the impedance between nodes (the Z matrix or impedance ma-
trix). However, the Y matrix (or admittance matrix), the inverse of the
impedance matrix, is used in practice. With the following power flow equa-
tions, voltage magnitude and angle at each node, as well as real and reactive
power flowing in and out each node, can be computed as:

Pi =
N∑
i=1

YijViVj cos (θij + δj − δi) ,

Qi = −
N∑
i=1

YijViVj sin (θij + δj − δi) ,

where Pi and Qi are the real and the reactive power at node i, respectively;
Yij and θij are the magnitude and angle of the admittance between node i
and node j; Vi and Vj are the voltage magnitudes at node i and node j; δi
and δj are the phase angles at node i and node j.

Based on these values, voltage regulations can be enforced for each
feeder in the grid [163]. Grid control and regulation in a centralized system
can be solved by central operators in the SCADA (Supervisory Control And
Data Acquisition) system. However, in the context of distributed generation
where customers can produce their own energy, and thus become providers
for their neighbors, serious problems may arise; this is the actual topic ex-
plored in our scenario. For instance, since power injection into a grid is
in some regions freely allowed (with the required standard specifications
to be met), a node’s voltage magnitude may vary even more due to abrupt
changes in consumption.

10.2.3 Power islands

One of the main changes involved in the transition to the smart grid is the
distributed generation of energy. In [21], distributed generation is defined
as: “[...] an electric power source connected directly to the distribution
network or on the customer side of the meter”. Many customers will opt
for installing a renewable energy production facility on their domain, for
example a wind turbine or photovoltaic panels, in order to obtain some
independence from their main energy provider; some may even sell the
surplus energy produced.
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The traditional distribution network can be modeled as a tree-like struc-
ture, but with the changes of local producers of energy the best model is
more flat, like interconnected power islands. Our scenario takes place in
a power island (Figure 10.1), which has become self sufficient and surplus
energy is injected back into the grid.

10.3 Voltage variation in a neighborhood

With the overview given above, let us now consider the actual attack sce-
nario. We focus on the main steps of the scenario and the impact of the final
attack, and not particularly on the details of the actual attack against the
smart meters themselves. Such attacks have been documented elsewhere
and they are partly described in Chapter 2.

The scenario focuses on a small neighborhood with only one power
transformer. Some houses in the neighborhood produce their own renew-
able energy, and the excess energy is injected back into the network. Ev-
ery customer has a smart meter installed, that in turn communicates with
the data concentrator attached to the neighborhood power transformer. The
power consumption is reported to the data concentrator once every 15 min-
utes, and the smart meters can receive commands to turn on or off the elec-
tricity for the customer at any moment.1 All communication is encrypted
with a symmetric encryption key but no other security mechanism is run-
ning on the smart meters. The neighborhood is shown in Figure 10.1.

A common misconception about security is that if encryption is used,
the network and the devices are safe from attacks. However, the devices
may still be vulnerable to an exploit (buffer overflow), the protocols may
not be well implemented, an oversight may lead to no change of the default
settings, or there might even be an inside leak from the electricity company
in question. As a parallel, Stuxnet used valid signatures [85] in its infection.

Thus, the attacker is presumed to have a good knowledge of the smart
meter deployment as well as its shared encryption key. The attacker can then
take control over a number of smart meters in the neighborhood. Arbitrarily
turning on or off electricity for customers would at least inconvenience cus-
tomers, and cause a financial loss to the electricity company. However, the
purpose of this scenario, further explored in the next section with a simula-
tion, is to determine if an attacker can make the voltage of the network go
outside the tolerance limits of +10% and -15% around the optimal value,
being 230V for Europe.

1The smart meter has its own power supply, so it does not depend on whether the elec-
tricity in the house is on or off.
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Figure 10.1: Neighborhood overview (top) and electrical network model
overview (bottom)

10.4 Simulating the effects

To demonstrate the viability of the voltage variation attack scenario, we use
the PowerWorld Simulator software suite [64] to model a realistic grid con-
figuration (e.g. modeling transmission lines, generators, loads and solving
the resulting power flow equations). The upper of Figure 10.1 presents an
intuitive overview of the neighborhood while the lower subfigure shows the
overview of the resulting electrical network model used in the simulation.

10.4.1 Simulation setup

The neighborhood is a typical country-side distribution grid, with several
buildings and their facilities served by one power substation (marked as
node one in the figure). The six buildings (numbered two to seven) have a
relatively higher than normal individual instantaneous energy consumption
from 10 to 50kW. There are three renewable energy production facilities
in the neighborhood, connected at nodes three, four, and six respectively.
These facilities can produce more energy than required for the local neigh-
borhood, so sometimes the surplus is injected into the electrical network.
The bars numbered from one to seven in the lower subfigure are called
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Figure 10.2: The consumption profiles for four different customers

buses. Buses are points in the electrical system where certain electrical at-
tributes such as voltage, power and current can be evaluated (“p.u.” signifies
the voltage per unit value of each bus). Every building that consumes en-
ergy is modeled as a load, every renewable energy facility is modeled as a
generator and the electrical lines connecting the nodes are modeled as trans-
mission lines with proper loss. We utilize four real-time daily consumption
profiles for the customers according to [136]. In Figure 10.2, the consump-
tion profiles are based on 24 hour consumption patterns with 15-minute
interval measurements. These profiles are characterized by peaks during
the rush hours (in the morning, at lunch and in the evening), depending on
each household’s appliances in use. We let customers #2 and #4 use the
consumption profile one, customer #3 use profile two, customer #5 and #6
use profile three and finally customer #7 use profile four (chosen arbitrar-
ily).

The simulation runs during 24 simulation seconds, equivalent to 24h
with the load variation described above. Changing either the load profiles
or the grid configuration will change the end result.

10.4.2 Simulation results under normal conditions

In Figure 10.3 we present the voltage magnitude variation of Bus #7, i.e.
the load for customer seven. The grid’s behavior (loss, power injections,
loads) is responsible for the voltage maximum and minimum points seen in
the figure. The voltage peaks are the result of large amounts of power in the
grid and few consumers, while the voltage minimum points are a result of
many consumers and little available power. In normal running conditions,
the voltage profile of Bus #7 respects regulations and the voltage magnitude
never goes beyond +8%/−6% of the nominal value.
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Figure 10.3: Voltage level at Bus #7 during the simulation

10.4.3 Simulation results while executing the attack

The goal of the adversary is to vary the voltage magnitude of Bus #7 out-
side the safety zone of ±10%. This is achieved by manipulating the smart
meters in the neighborhood to shut down power in only some parts. In a
first attempt, the attacker gains control of the meter controlling the load on
Bus #5. The attack is then launched at an appropriate point in time, for
example at the voltage peak observed between time 7− 10 when the grid is
vulnerable; there is then a high demand for energy (people are preparing for
going to work) and the generators must compensate and push more power
into the grid. If the attack is timed correctly, Load #5 will be interrupted
during the established period, leading to more power being routed to the
other buses. The result is shown in Figure 10.4, where the highlighted area
represents the time of the attack. The voltage magnitude barely goes up 2%
of the established barrier at 1.1 volts per unit and for very short period of
times. This may not be enough to cause damage to the target and the attack
cannot be deemed as a success.

In a second attempt, the attacker gains control of an additional smart
meter (the one controlling Bus #6) and the result is showed in Figure 10.5.
This time, the attacker manages to drive the voltage magnitude to peaks of
+17% with a constant average value above the normal +10% between time
7 and 10. This increase in voltage should be enough to cause major damage,
both physical and economical, to the customer in the absence of voltage
regulators. As an observation, the number of smart meters that need to be
compromised is not in direct relation to the total number of smart meters
in the neighborhood, but with the power loads controlled by one of them.
For example, a smart meter that controls a high-load household is more
attractive for takeover since the strain it can reflect into the electrical grid
is higher. The effect can be replicated any time by the attacker, by simply
turning off the energy consumption in some buildings in a neighborhood, in
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Figure 10.4: Bus #7 voltage after launching the attack on Bus #5 with the
attack period emphasized with the square box. The safe voltage limit is at
1.1 V(p.u.) and the voltage is normalized.

Figure 10.5: Bus #7 voltage after launching the attack on Bus #5 and #6
with the attack period emphasized with the square box. The safe voltage
limit is at 1.1 V(p.u.) and the voltage is normalized.
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turn damaging electric appliances in other buildings still connected to the
network.

In the future, we would also like to explore possible economic losses
caused by the attacker because even if no permanent damage is achieved,
both customers and the electrical company may lose money when the attack
is performed. Three ways to mitigate the attack is to either harden the smart
meters, install voltage regulators at the customer’s site or install adaptable
renewable generation facilities.

10.5 Conclusions

In this chapter we presented a scenario where a skilled adversary may affect
fundamental properties of the electrical grid by controlling a number of
smart meters. By complementing and building on related research, we show
how even attacks on the distribution network may affect grid stability. We
concentrated our work by simulating a small power island to show feasibility,
but we have also explored variants on a larger scale where the attacker tries
to shift the frequency of the network instead of the voltage. Mitigation and
defense techniques against these attacks were only mentioned briefly and is
ongoing work.

With the current push for massive installment of smart meters as well as
a continuous development of their capabilities, it is only a question of time
before the infrastructure is attacked. Thus, one goal of this work is to look
at the problems from an interdisciplinary point of view, considering both
issues related to computer security and the electrical power domain. The
smart grid straddles both these two domains and expertise on both areas
are necessary to develop successful mitigation strategies.
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Conclusion

In Europe and elsewhere, the electrical grid is being transitioned into the
“smart grid” in order to increase flexibility and accommodate large scale en-
ergy production from renewable sources. This transition involves, among
other steps, the installation of new, advanced equipment with, for example,
the replacement of traditional domestic electrical meters with smart meters,
and remote communication with devices, for example allowing remote ac-
cess to an unsupervised energy production site.

The objective of this deliverable is to give a broad survey of the ongoing
research related to the smart grid, especially related to the SysSec themes.
As the smart grid will be a highly complex system of interacting systems, it
is essential to have an outlook and discussion of its major building blocks
and technologies and how they may influence the grid. Each of these tech-
nologies comes with its own benefits and concerns, increasing both the com-
plexity and the functionality in the future electricity grids.

Naturally, this deliverable includes sections on networking technologies
and issues that they imply as part of the infrastructure. As very large datasets,
also including customer data, are produced to control the smart grid, the re-
port naturally also includes sections for privacy concerns, as well as for scal-
able data processing in the smart grid with a focus on security processing;
besides, intrusion detection has a natural part in these contexts.

At relevant places in these surveys we highlight research directions en-
abled and followed by SysSec partners, namely in intrusion detection and
processing, referring to monitoring and control, as well as extracting in-
formation out of the data, in order to signal alarms and related events.
We emphasize the role of streamed event processing and multicore/parallel
computations in this context, especially due to the very large data volumes
and the need for efficiency and timely action.
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Finally, we also provide in some more detail surveys of a set of related
research areas from partners of the SysSec consortium: the TOISE project,
the future smart home, the need to be able to analyze the firmware of em-
bedded devices, such as smart meters, and a simulated scenario where we
look at the power quality of the network if a sufficient number of smart
meters are compromised.
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