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EXECUTIVE SUMMARY

National Cyber Security Exercise (NCSE) - 2011 was carried out in 25-
28 January 2011 with the participation of 41 public, private and non-
governmental organizations (NGOs) including judicial and law enforce-
ment agencies and various ministries as well as the ones from a diverse
set of sectors such as finance, information technology and communication
(ICT), education, defense and health. (See Figure 1). Six of those organi-
zations participated in the exercise as observers. Approximately 200 of-
ficers who are experts in the fields of ICT, law and public relations from
the participatory organizations attended the exercise. In NSCE - 2011, not
only the technical competence but also the intra and inter organizational
coordination capabilities of the participants were evaluated by measuring
their responses to the cyber attacks in both the real and the simulation
environment.

FinanceEducation Health Defense

4 \ 3

Information
Technologies
and ____Otherpublic
Communicati 12
on y.
13 _Jud1c1a1 - Law
" Enforcement
3

Figure 1. Sectoral Profile of the Participatory Organizations

In the first two days of NCSE - 2011 carried out in 25-26 January 2011, the
participants joined the exercise in their own premises. The last two days
of NCSE - 2011 were collectively fulfilled at the Conference Hall of TOBB
Economy and Technology University.

During NCSE - 2011, the second national cyber security exercise held in
Turkey, both real attacks and written scenarios were actualized in order to
determine the technical competence of the participants, and to have the

' 4 NCSE - 2011 - FINAL REPORT
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participants gain response experience in case of possible attacks.

The findings reached at the end of the written scenarios and the real at-
tacks carried out within the context of NCSE - 2011 are summarized below.
More detailed information is provided in the second part of the report.

Finding 1. Lack of Information Security Management Systems:

It was detected that some of the participants did not have an Informati-
on Security Management System (ISMS) established, any written policies,
especially information security policy, procedures and instructions prepa-
red or any risk analysis done. It was also observed that the participants
did not have an information security culture with regard to dealing with
information security vulnerabilities, and how to determine the corrective
and preventive actions in order not to face any cases similar to the ones
in the exercise.

Finding 2. Technical Incompetence of the System Administrators:

In some of the participatory organizations, it was determined that the
system administrators did not have sufficient technical knowledge to deal
with a problem in the system; therefore the problem-solving time was
longer than it should be.

Finding 3. Lack of Intrusion Detection Systems and Processes:

It was observed that IDSs were not used by some of the participants with
the aim of taking precaution against the regular attacks. On the other
hand, as to the participants having IDSs, it was noticed that the logs pro-
duced by those systems were not examined effectively; therefore difficul-
ties were experienced in detecting the attacks.

Finding 4. Lack of Awareness about Social Engineering Attacks:

It was detected that some of the participants searched for only technical
solutions to security events, and ignored the human factor, which is the
most important link in security chain.

It was also observed that in some of the participants, the personnel were
not provided with regular awareness training regarding social engineering
attacks, and information security reminder methods like sending warning
e-mails to the users regularly and hanging information security posters
at certain places of the workplace were not used effectively in order to

—
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prevent this kind of attacks. In addition, it was noticed no periodic social
engineering tests were conducted with the purpose of increasing resilien-
ce of the personnel against such attacks.

Finding 5. Outdated Antivirus Systems:

It was determined that the signature files of central antivirus servers were
not regularly updated; therefore the signature files of antivirus software,
installed on end units and updated from the central antivirus servers,
were not periodically updated, either.

Finding 6. Incompetency of System Administrators in terms of Security:

It was observed that the system administrators in some of the partici-
patory organizations did not have necessary competence for information
security; also the participants were not in contact with security interest
groups, other specialist security forums and professional associations.

Finding 7. Lack of Intra-Organizational Coordination:

It was detected that the coordination among the internal units in most
of the participants was insufficient, some units were not provided with
substitute staff. Therefore, in case of an information security event, the
necessary steps could not be taken, and either no contact or late contact
with the corresponding authorities could be made.

Finding 8. Lack of Access Control Policies:

Some of the participants did not have an access control policy that uses
business and security requirements as base for access. As a result of this,
the staff could gain unauthorized access to irrelevant information and
services .

Finding 9. Ignoring Security at the System Design Stage:

It was noticed that some participants had not consider security as a main
design principle at the system design stage; which caused security breaches
to occur and complicated effective response against the security cases.

6 NCSE - 2011 - FINAL REPORT
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Finding 10. Risks arising from Wireless Networks:

It was observed that some of the participants could not detect the unaut-
horized wireless access points installed by the attackers; from which the
personnel might get service.

Finding 11. Lack of Business Continuity Plans:

It was detected that some of the participants did not have a business con-
tinuity plan established for preventing business interruption and maintai-
ning business processes in case of an information security incident causing
system interruption.

Finding 12. Inability to Detect Port Scan Attacks:

It was noticed that some of the participants could not detect “Port Scan”
attacks against their information systems connected to Internet.

Finding 13. Unfavorable Results of Distributed Denial of Service (DDoS)
Attacks:

It was detected that as a result of DDoS attacks, most of the participants
experienced a business interruption; the ones that did not have business
interruption were the ones that purchased service from their Internet Ser-
vice Providers (ISS) in order to be protected from this kind of attacks. This
reveals the importance of inter-organizational communication, cooperati-
on and coordination for enabling information security.

Finding 14. Vulnerabilities in the Web Applications:

Certain vulnerabilities were detected in the web applications running on
the participants’ information systems connected to Internet. The partici-
pants considering security as an essential requirement during application
development and having their applications checked by independent go-
vernment agencies and organizations were noticed to have respectively
less vulnerabilities in their web applications.

Finding 15. Inability to Analyze the Log Files Properly:

Some of the participants were observed not to be able to determine when,
how and by whom the attack was carried out by means of analyzing the

NCSE - 2011 - FINAL REPORT 7
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1. THE EXERCISE NEED AND THE RELEVANT GOVERNMENT
AGENCIES AND ORGANIZATIONS

Information Society in the World and Security

More and more people use information systems every day in the process of
transformation to information society and become more addicted to these
systems. Many systems such as electricity, gas, water, communication and
transportation, highway, railway and airway are run by information tech-
nology components. All these developments have carried the information
systems to a rather critical point and made them values that should be
protected.

Many studies and regulations about cyber security are made in the world
and Turkey. These studies and arrangements are based on the concept of
avoiding cyber threats and protecting the users. 11 main activity fields
were determined at the end of World Summit on the Information Society,
arranged by International Telecommunication Union (ITU) and of which the
first stage was held in Geneva in December 2003 and the second stage was
held in Tunis in November 2005. One of the aforesaid main activity fields,
the task of “Establishing Privacy and Security in the Use of Information
and Communication Technologies”, was given to ITU by the international
society. ITU has made researches about this task since 2005.

It is noticed that the exercises carried out within the national and inter-
national context take an important place in the studies related to cyber
security in the world. By these exercises, inter organizational coordination
capabilities in addition to organizational statuses on cyber security are evaluated
and improvement studies are performed under the light of findings.

Studies in Turkey

In this part, the past and ongoing studies about information security in
Turkey are summarized in chronological order.

The 2006-2010 Information Society Strategy and Annexed Action Plan was
adopted by High Planning Council with the decision numbered 2006/38
and published on the Official Gazette dated 28/07/2006. It was prepared
within the framework of e-Transformation Turkey Project carried out with
an intent to coordinate the process of Turkey’s transformation into an

—
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information society. With the action item numbered 88 and entitled “Nati-
onal Information Systems Security Program” in the 2006-2010 Information
Society Action Plan, the tasks below were assigned to National Research
Institute of Electronics and Cryptology (UEKAE), a branch of Center of Re-
search for Advanced Technologies of Informatics and Information Security
(BILGEM), an affiliate of Scientific and Technological Research Council of
Turkey (TUBITAK);

1. Establishing a “computer emergency response team (CERT)” which
will constantly track security threats in the cyberspace, publish notices,
inform the public about how to take precautions against those threats, be
able to coordinate counter measures in case of the realization of those
threats,

2. Defining the minimum security levels necessary for government
agencies, determining the security levels of the systems, software and
networks used by the government agencies and presenting proposals abo-
ut eliminating the deficiencies.

In this framework, Turkey Computer Emergency Response Team (TR-CERT)
was founded under the structure of TUBITAK BILGEM UEKAE. The first Nati-
onal Information Systems Security Exercise (CERT 2008 Exercise) was held
with the participation of 8 government agencies in 20-21 November 2008
under the studies of TR-CERT.

Then, in 5 November 2008, the Electronic Communications Act (ECA) num-
bered 5809, which made the following regulations regarding information
security, was entered into force:

1. The principle of protecting information security and the privacy of
communications should be taken into consideration by Information and
Communication Technology Authority (BTK) within the regulations to be
made.

2. BTK is assigned and authorized to take the precautions set forth by
law in order to ensure national security, public order and smooth operati-
on of public services for the electronic communications sector.

3. Protecting personal data and privacy and ensuring network security
against unauthorized access are among the liabilities that BTK will bring

10 NCSE - 2011 - FINAL REPORT
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to the operators.

BTK conducts various activities on cyber security in virtue of not only the
authorization given to it by the ECA numbered 5809, but also its being the
ITU member representing Turkey.

Taking into account the legislative situation emerged after the enactment
of the Electronic Communications Act numbered 5809; in 2010, BTK and
TUBITAK BILGEM UEKAE, cooperating with the objective of organizing a
more comprehensive exercise with more participation than CERT 2008
Exercise, initiated the preparatory activities of the NCSE - 2011.

During the preparatory process of NCSE - 2011, it was observed that the
concept of cyber security was brought to the agenda of the executive le-
vel bodies of the government and the National Security Council requested
a presentation on cyber security from TUBITAK BILGEM for the council
meeting in October 27, 2010. In the so-called meeting, the Chairman of
TUBITAK BILGEM informed the council members via his presentation entit-
led “National Operating System and Cyber Security”.

1.1. Objective

The main objective of NCSE - 2011 held in 25-28 January 2011 under the
coordination of BTK and TUBITAK BILGEM UEKAE is to make a significant
contribution to the improvement of administrative, technical and legal
cyber security capacity in Turkey, to enhance intra and inter organizati-
onal information and experience sharing and to raise awareness at every
level, in particular the management level and to determine the organiza-
tional competence for computer emergency response.

By NCSE - 2011, it is also intended that the current situation, identified in
the exercise by evaluating the responses of the participants against seve-
ral cyber security violations, the capacity used for these responses and the
inter organizational coordination, is to constitute input for future national
and international studies on cyber security.

1.2. Scope

NCSE - 2011 was carried out in 25-28 January 2011 with the participation
of 41 public, private and non-governmental organizations (NGOs) inclu-
ding judicial and law enforcement agencies and various ministries as well

—
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as the ones from a diverse set of sectors such as finance, information
technology and communication (ICT), education, defense and health. (See
Figure 1). Six of those organizations participated in the exercise as obser-
vers. Approximately 200 officers who are experts in the fields of ICT, law
and public relations from the participatory organizations attended the
exercise. In NSCE - 2011, not only the technical competence but also the
intra and inter organizational coordination capabilities of the participants
were evaluated by measuring their responses to the cyber attacks in both
the real and the simulation environment.

The profile of the participatory organizations according to their sectors is
in Figure 2, the profile of their representatives according to their exper-
tises is in Figure 3. The list of the participants is presented in Appendix-1.

mIT Staff - 164
W Private - 8
® Public - 29 M Legal Staff -24
University - 3 Public
ENGO-1 Relations
Staff - 9

Figure 2. The Profile of the Participatory Figure 3. The Profile of the Repre-
Organizations according to Sector sentatives according to Expertise

As seen in Figure 1 in the Executive Summary, it was paid attention to the
fact that most of the critical sectors, defined as the sectors that should be
primarily protected in most of the developed and developing countries,
in particular in the European Union (EU) and United States of America,
provided participation in NCSE - 2011. When compared to the participants
of CERT-2008 held in 20-21 November 2008, it can be more clearly noticed
that NCSE - 2011 is more comprehensive. On the other hand, studies will
be made for including the other critical sectors such as energy, food and
agriculture to join in the cyber security exercises planned to be held in
the future.

T ' NCSE - 2011 - FINAL REPORT
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1.3. Targets

During NCSE - 2011, it was targeted to be on the alert against the cyber
threats becoming more concrete day by day, to determine the computer
emergency response capability and the inter organizational coordinati-
on of the participants, to improve communication and information and
experience sharing among organizations and to raise awareness of cyber
security. Necessary steps were taken in this direction.

1.4. Planning Process

The preparatory studies for NCSE - 2011 carried out under the coordinati-
on of BTK and TUBITAK BiILGEM UEKAE within the framework of 2006-2010
Information Society Strategy and Annexed Action Plan and the ECA num-
bered 5809 were initiated in February 2010 as a result of correspondences
between BTK and TUBITAK. The planning process lasted approximately
one year. During this process, the parties to participate in the exercise
were invited, the relevant parties exchanged their views, and the studies
for the logistic needs were conducted after determining the place of the
exercise. The real attacks and the written injections to be carried out in
the exercise were also planned in parallel to those studies.

The Preparatory Meetings

The preparatory meetings with the participants constituted one of the
most important stages in the planning process of the exercise. In these
meetings, not only the participants were informed, but also the parties
exchanged views, so the process was shaped.

Almost 60 officials from 23 different public and private organizations at-
tended to the first preparatory meeting at 29 April 2010. The participants
were informed about both the exercise held in 2008 and NCSE - 2011 in the
meeting, and their ideas about the issue were exchanged. At the end of
the meeting, the parties were requested to declare their intention about
participating in NCSE - 2011.

The second meeting was organized with the voluntary participants of NCSE
- 2011 in 13 July 2010. In that meeting, the scenarios to be implemented
were discussed and the participants were requested to contribute to the
injections to be made during the exercise.

—
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After the first two meetings, the public and private organizations to par-
ticipate in NCSE 2011 were determined in a voluntary basis and they were
informed about the general structure of the exercise. Then, the partici-
pants were categorized according to their sectors as the;

. Judicial and Law Enforcement Agencies,

. Finance sector,

. Universities,

. Telecommunication sector (including the ISPs),
. Defense sector,

. Other ministries

Then, several meetings entitled “focus group meetings” were carried out
with each sectoral group in order to improve special injection for each
sector and to closely learn about each sectors’ own information systems.
In total, 10 focus group meetings were made in August-September 2010.

The last preparatory meetings before the exercise were held in three gro-
ups in 11-13 January 2011. In those meetings, the participants were infor-
med about the special messaging platform to be used in the exercise, wi-
reless network infrastructure, and they were explained about the written
injections and what kinds of responses were expected.

1.5. Scenarios

In the first two days of NCSE - 2011 carried out in 25-28 January 2011, the
participants joined in the exercise from their own premises. The last two
days of NCSE - 2011 were collectively fulfilled at the Conference Hall of
TOBB Economy and Technology University.

Both the real attacks and the written scenarios were actualized in order to
determine the technical competence of the participants, and to provide
the participants with response experience in case of the possible attacks
during NCSE - 2011, the second national cyber security exercise held in
Turkey.

The number of the public and private organizations, to which the real at-
tacks and the written scenarios were applied on a voluntary basis in NCSE

14 NCSE - 2011 - FINAL REPORT
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The content of the written scenarios sent to the participants were as fol-

lows:

1. Unauthorized manipulation of the content of the participant’s offi-
cial website

2. The detection of a DDoS attack from an IP address of the partici-
pant to another organization

3. The detection of spam message sending from an IP address of the
participant to another organization

4. A DDoS attack to the participant from another source

5. The fact that a malicious insider who left the participant damaged

the database before leaving

6. The infection of the participant’s systems with a worm that was
spread via the Internet

7. The attempt of stealing information from an employee of the par-
ticipant by phone

8. The attempt of stealing information from an employee of the par-
ticipant via e-mail

9. The detection of access of the employees of the participant to a site
to which the access was prevented within the framework of Law No.5651

10.  The detection of spam message sending from a fake website that
looks as if it belongs to the participant

11.  The breaking off the fiber line connecting the participant to the
internet as a result of an unauthorized excavation

12.  The breakdown of the cooling system in the system control room of
the participant outside working hours

13. The fact that the generator system was not activated despite the
power cut in the region of the participant

14. The detection of a wireless access point in the participant’s premi-

16 NCSE - 2011 - FINAL REPORT
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se that can be easily connected by estimating its name

In this part of the exercise, the following issues were evaluated by asses-
sing the responses of the participants to the above written scenarios:

. What kind of precautions they took within the organization,

. How they enabled coordination between their units,

. What kind of studies they carried out in order not to reflect the
event outside the organization,

. Whether they contacted with the judicial authorities when neces-
sary or not.

1.6. Other Issues
Security and Confidentiality

Utmost attention was paid so that no information about the participants
and the exercise was let out before and after the exercise. Third parties
were prevented to get information about the participants’ systems and
the vulnerabilities determined via the real attacks. The special reports
prepared for each participant after applying web application control were
shared with only the relevant organization.

Several preventive measures were taken against possible attacks to be
targeted at the participants and the organizers of the exercise. Also, al-
ternative communication methods were determined in order to overcome
the prevention of the implementation of the exercise by potential prob-
lems. Appropriate security measures were taken in the last two days of
the exercise when the written injections were actualized.

Public Relations

Several studies were made to have NCSE - 2011 known by the public. While
raising awareness via publishing articles in the sector journals, also the
relevant notices were published on the websites of BTK and TUBITAK. The
exercise had become the focus of great interest from the press, national
television channels and newspapers gave place to the related news.

The official opening ceremony of the exercise took place in 27 January

—

NCSE - 2011 - FINAL REPORT 17

WWW.Syssec-project.eu 24 January 29, 2015



e

WWW.Syssec-project.eu 25 January 29, 2015



CHAPTER 1. TURKEY’S NATIONAL CYBER SECURITY EXERCISE 2011
FINAL REPORT

2.  FINDINGS OF EXERCISE

In this part, the findings determined as a result of evaluation of the res-
ponses of the participants to the real attacks and the written scenarios
applied in NCSE - 2011, as well as recommendations for dealing with them
are provided.

Finding 1. Lack of ISMSs:

It was detected that some of the participants did not have an ISMS es-
tablished, any written policies, especially information security policy,
procedures and instructions prepared or any risk analysis done. It was
also observed that the participants did not have an information secu-
rity culture with regard to dealing with information security vulnerabi-
lities, and how to determine the corrective and preventive actions in
order not to face any cases similar to the ones in the exercise.

Explanation:

ISMSs provide organizations to manage security violation cases from the
beginning to the end and to take precautions not to experience that kind
of cases again. Thanks to the predetermined processes this kind of systems
include, the activities are primarily planned, then implemented, control-
led and at the last stage necessary corrective activities are performed to
fix the deficiencies identified in the control stage. Via the continuous ope-
ration of this process, an ISMS is established in an organization. Within the
content of an ISMS, the entities in the organizations, the vulnerabilities
of and the threats that can be effective on those entities are listed; thus
the organizational risk assessment is carried out. The risk assessment do-
cument constitutes as input for the process of determining the measures
that should be taken.

Recommendations:

ISMSs should be established and the policies, procedures and the instruc-
tions should be stored in written by the participants. Inventories of infor-
mation entities of the organizations should be made by taking into acco-
unt their confidentiality, integrity and accessibility values. The threats
that can affect the information entities of the organizations should be
determined and their risk analysis should be made. At the end of the risk

NCSE - 2011 - FINAL REPORT 19
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analysis made, the measures to be taken should be defined and imple-
mented. The organizations should be periodically audited and the neces-
sary corrective and preventive actions to overcome the vulnerabilities and
non-compliances determined by auditing should be fulfilled.

Finding 2. Technical Incompetency of System Administrators:

In some of the participatory organizations, it was determined that the
system administrators did not have sufficient technical knowledge to
deal with a problem in the system; therefore the problem-solving time
was longer than it should be.

Explanation:

System administrators are primarily expected to have sufficient knowled-
ge about an organization’s systems they are responsible for. The first step
to take to satisfy this need is to provide the system administrators with
relevant trainings. Also, a consistent and effective approach should be
applied in managing information security incidents. After solving an infor-
mation security incident, the personal knowhow obtained by the system
administrators should be turned into organizational knowhow.

Recommendations:

System administrators should receive necessary technical trainings about
the systems they are responsible for. Also, in order to measure the effi-
cacy of those trainings, system administrators should take the exams for
receiving the internationally recognized certificates in that field. If there
is only one system administrator in an organization, (s)he should have
expertise in a diverse set of fields such as border security systems, data-
base systems, operating systems or web applications. However, if this is
the case, that single system administrator will be a critical staff in that
organization. In order to avoid such a case, more than one system admi-
nistrator can be appointed in the organizations. In this case, the system
administrators can back up each other by taking the responsibility of cer-
tain critical issues. Besides the technical trainings, system administrators
should also take information security trainings about the systems they are
responsible for. In order to ensure that a consistent and effective appro-
ach is applied in managing information security incidents, after solving
an information security incident, the personal knowhow obtained by the
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system administrators should be turned into organizational knowhow by
identifying policies and procedures to measure and monitor the kinds,
existence frequencies and the financial damage of information security
incidents.

Finding 3. Lack of Intrusion Detection Systems and Processes:

It was observed that IDSs were not used by some of the participants
with the aim of taking precaution against the regular attacks. On the
other hand, as to the participants having IDSs, it was noticed that the
logs produced by those systems were not examined effectively; there-
fore difficulties were experienced in detecting the attacks.

Explanation:

IDSs provide organizations to examine the received data packages and sto-
re the records of attacks or information collection activities via identified
signs. IDSs are located on two points, one in the front and one on the back
of firewall, in small and medium-sized networks. As to the large networks,
IDS sensors can be installed on any point considered as necessary, further
on the servers considered as important.

IDSs are not plug and play devices like many security hardware and soft-
ware. The efficient use of IDSs depends on configuring them according to
security needs to be determined after the installation, and the regular
examination of the records the produced by them.

Recommendations:

The organizations which do not have an IDS should definitely have one and
locate the system considering the complexities of their networks. Also,
the system administrators should attend trainings about these systems, if
possible take the related exams and receive their certificates. The system
administrators should configure the IDSs properly according to the security
needs of the systems they are responsible for, the records these systems
produce should be regularly examined and reported. As the efficacy of
these systems cannot be tracked instantly in application, the policies and
procedures providing the efficient use of them should be identified by
producing daily, weekly and monthly reports.
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Finding 4. Lack of Awareness about Social Engineering Attacks:

It was detected that some of the participants searched for only techni-
cal solutions to security events, and ignored the human factor, which is
the most important link in security chain.

It was also observed that in some of the participants, the personnel
were not provided with regular awareness training regarding social
engineering attacks, and information security reminder methods like
sending warning e-mails to the users regularly and hanging informati-
on security posters at certain places of the workplace were not used
effectively in order to prevent this kind of attacks. In addition, it was
noticed no periodic social engineering tests were conducted with the
purpose of increasing resilience of the personnel against such attacks.

Explanation:

Social engineers benefit from people to obtain valuable information with
or without using technology, and mostly use influence and persuasion met-
hods. Social engineering can be described as the art of getting people do
something which they normally do not do for unfamiliar people. This kind
of threats can come from unexpected places at an unexpected time and
can be from within or outside an organization. In case of a social engine-
ering attack, erroneous information sharing arising from the weakness of
a single personnel may cause wounds that would deeply affect the organi-
zation, financial and time loss, even loss of life and damage organizational
reputation.

Recommendations:

The organizations should have their employees approach with caution aga-
inst the requests from unfamiliar people and not share their personal in-
formation such as user passwords with anybody including system administ-
rators, their colleagues and managers. All employees should be provided
with information security awareness trainings periodically; and efficacy
evaluations should be carried out at the end of those trainings. Also infor-
mation security tests including social engineering attacks tests should be
periodically performed in the organizations. Information security remin-
der methods like sending warning e-mails to the employees regularly and
hanging information security brochures at certain places of the workplace
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should be implemented.
Finding 5. Outdated Antivirus Systems:

It was determined that the signature files of central antivirus servers
were not regularly updated; therefore the signature files of antivirus
software, installed on end units and updated from the central antivirus
servers, were not periodically updated, either.

Explanation:

A computer virus is a computer program which attempts to hide itself in
the other files and changes the way the computer works without the user’s
knowledge or permission. A real virus has the capability of replicating and
executing itself within the environment it infects. Antivirus software are
developed and used in order to avoid this kind of malicious codes. It is an
important point that the signature files, which the antivirus programs use
while identifying viruses, are regularly updated in order to detect newly
generated viruses.

Recommendations:

All client computers should be updated from a central antivirus server
for the efficient use of antivirus software in the organizations; signature
files should be kept up-to-date, automatic protection features should be
activated on all computers and if possible, different antivirus software
should be installed on different servers. For example, while installing an-
tivirus software on file server, antivirus software developed by different
producers should be installed on the e-mail server and end user computers
because a malicious code that can be detected by an antivirus software
may not be detected by another one. By this way, the capacity of detec-
ting malicious codes within the organization’s network can be increased.

Finding 6. Incompetency of System Administrators in terms of Security:

It was observed that the system administrators in some of the partici-
patory organizations did not have necessary competence for informa-
tion security; also the participants were not in contact with security
interest groups, other specialist security forums and professional asso-
ciations.
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Explanation:

Information security has different properties such as accuracy, accounta-
bility, reliability and non-repudiation in addition to confidentiality, integ-
rity and availability of information. The fact that information security ac-
tivities are carried out in a department such as the “information security
department” instead of the “information processing department” where
the system administrators work for, constitutes as the framework of the
main precautions that should be taken to effectively response to security
violations.

Recommendations:

Information security units can be established in the organizations to effec-
tively response to security violations. In this unit, apart from the system
administrators, the employees who will be responsible for only informati-
on security can be charged. This staff should take trainings for technical
issues such as border, database, operating systems and web applications
security. In addition to these, they should be provided with trainings about
the administrative aspects of information security such as the establish-
ment and auditing of ISMSs and business continuity. This unit should also
be in contact with special interest groups, other specialist security forums
and professional associations.

Finding 7. Lack of Intra-Organizational Coordination:

It was detected that the coordination among the internal units in most
of the participants was insufficient, some units were not provided with
substitute staff. Therefore, in case of an information security event,
the necessary steps could not be taken, and either no contact or late
contact with the corresponding authorities could be made.

Explanation:

Intra-organizational critical units responsible for information technology,
information security, legal affairs and public relations have to ensure the
necessary coordination among each other in order to give fast and accu-
rate responses in case of any security violation. Substitute staff should be
provided for business continuity in the critical units for which only one of-
ficer is responsible. For timely response against information security vio-
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lations, effective inter-organizational coordination is critically important.
Recommendations:

One of the most effective ways to ensure the necessary coordination
among the critical units responsible for information technology, informa-
tion security, legal affairs and public relations in order to give fast and
accurate responses in case of security violations, is to arrange written
and practical exercises in the organization periodically. Also, lists of con-
tact information should be formed, regularly reviewed and updated and
the related persons should be provided with easy access to these lists for
contacting with the relevant authorities timely. Substitute staff should be
employed for business continuity in the critical units.

Finding 8. Lack of Access Control Policies:

Some of the participants did not have an access control policy that uses
business and security requirements as base for access. As a result of
this, the staff could gain unauthorized access to irrelevant information
and services.

Explanation:

Access control, in its simplest definition, is implemented to provide only
the authorized person or groups with accessing a certain entity within the
defined rights and within the defined period of time. This access can be
both physical and logical. Logical access, in its most general form, defines
the accesses to an information entity via computer.

Recommendations:

An access control policy using business and safety requirements as base
for access should be formed; the policy should be documented and regu-
larly reviewed. The access rights of all users should be determined and
clearly pointed out in the policy document. The policy document should
arrange the principles of physical access besides the logical access. While
determining the access rights, the principle of “Everything is forbidden
unless authorized”, which is stricter than the approach “Everything is free
unless forbidden”, should be adopted. Requesting for access rights, giving
consent to the requests and updating the rights in the information system
should be fulfilled by different authorities. The removal of access rights

—
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of the an employee who leave the organization or whose job is changed
is one of the important components in access control. The active access
rights in the information system should be regularly reviewed. Forming
an Access Control Policy document that gives the definitions of all of the-
se issues, and the comprehension and adoption of the document by the
employees will provide to healthfully apply the access control, which is
one of the most important components of information security within an
organization.

Finding 9. Ignoring Security at the System Design Stage:

It was noticed that some participants had not consider security as a
main design principle at the system design stage; which caused secu-
rity breaches to occur and complicated effective response against the
security cases.

Explanation:

While building a corporate information system, the system design process
is composed of several stages such as the topology design, distribution
of IP addresses, naming the computers, setting user accounts and ensu-
ring scalability. The system design is important for detecting information
system components that are affected by an information security incident,
quarantining those components and isolating them from the corporate in-
formation system when necessary and determining the source of the at-
tack timely. A system designed by taking information security principles
into account is a more manageable system in the sense that response
against information security incidents can be given in an easier and more
effective way. However, things get more complicated in a system not de-
signed so.

Recommendations:

In order to response against information security incidents in an effective
way, the system operated, if possible, should be redesigned by considering
security as a principle. If redesigning the system is not applicable in the
short term, various arrangements can be extended over a period of time
with proper planning. One of the most important stages in the system
design process is system topology design. As it is difficult to change the
system topology after the system is put into use, expert support can be
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get at that stage. The distribution of IP addresses, setting user accounts,
removing the duplicate accounts and the implementing the principle of
segregation of duties can be assessed in this context.

Finding 10. Risks arising from Wireless Networks:

It was observed that some of the participants could not detect the una-
uthorized wireless access points installed by the attackers; from which
the personnel might get service.

Explanation:

Wireless networks are network structures enabling the connection of the
devices, capable of wireless communication (802.11, Bluetooth, IR (infra-
red), GSM etc.), to each other without a physical link. The risks of wireless
networks are wired network penetration, data resolution by listening to
the network traffic, elicitation of the network topology, the connection of
clients to the unauthorized access points, denial of service and serving to
the unwanted clients.

Recommendations:

According to the results of risk analysis, a real-time IDS, which constantly
follows the environment in which wireless access is available, alerts in
case of familiar kinds of attacks and detects the unauthorized access po-
ints and the clients, can be used in the organization. The users should be
informed about the security measures and be prevented to accidentally
deactivate those measures. The wired network should not be connected
via Ethernet interface on any user computer during wireless connection.
Otherwise, that user computer can function as a bridge between the wi-
reless network and the wired network. Also, access points and wireless
bridge devices should be located properly so that they are safe against
stealing or intervention.

Finding 11. Lack of Business Continuity Plans:

It was detected that some of the participants did not have a business
continuity plan established for preventing business interruption and
maintaining business processes in case of an information security inci-
dent causing system interruption.
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Explanation:

Business continuity consists of the studies to maintain the critical business
processes of an organization; and if maintenance is not possible, to make
the business processes functional again within a predetermined maximum
acceptable interruption time. Theoretically, it is expected that the criti-
cal business processes are always on. However, interruption is inevitable
because of certain incidents. Some of those incidents can be small and
recovered in the short term, while the others can be serious disasters.

Recommendations:

Business continuity studies should be performed in the organizations in
order to be affected by possible business interruptions at the minimum
level. In this context, business impact analysis, which primarily includes
the critical business processes and the maximum acceptable interruption
time for each process, should be made. After business impact analysis,
incident management plans and business continuity plans should be for-
med in a strategical sense. These plans should be periodically tested by
exercises. After then, a contact list to which all relevant employees can
access should be created. The other steps to take are establishing subs-
titute systems, installing automatic alert systems independent of staff,
coordinating the relations of the parties within the framework of business
continuity and founding a disaster recovery center if needed as a result of
the analysis.

Finding 12. Inability to Detect Port Scan Attacks:

It was noticed that some of the participants could not detect “Port Scan”
attacks against their information systems connected to Internet.

Explanation:

Port scan, one of the first actions the attackers make before beginning an
attack, aims to detect open ports and discover the vulnerabilities on the
targeted system. Ports can be defined as the doors that connect the user
computers to the outside world. Port scan neither damages the systems
nor puts the confidentiality of processed information at risk. The compe-
tency of the participants to detect a scan from outside to their systems
was observed via port scans carried out during NCSE - 2011.
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Port Scanning

Successful - 21

B Unsuccessful - 6

Unattended - 14

Figure 5. The Results of Port Scan Attack

In NCSE - 2011, 27 of the participant organizations volunteered for the
performance of this attack against their systems during the exercise and
expressed that they had the necessary systems to detect this attack in the
preparatory meetings before the exercise. At the result of the attack, alt-
hough 21 participants could successfully detect the attack, 6 participants
could not detect it (Figure 5).

Recommendations:

Configuration of Firewall, IDS and the similar border protection systems
prepares the technological infrastructure for an organization to detect
“Port Scan” attacks. In addition to this infrastructure, there should be
system administrators responsible for regularly observing the logs, alerts
and similar data produced by the systems.

Finding 13. Unfavorable Results of DDoS Attacks:

It was detected that as a result of DDoS attacks, most of the participants
experienced a business interruption; the ones that did not have business
interruption were the ones that purchased service from their Internet
Service Providers (ISS) in order to be protected from this kind of attacks.
This reveals the importance of inter-organizational communication, coo-
peration and coordination for enabling information security.

—
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Explanation:

Today, DDoS attacks take one of the first places among the attacks for
preventing the systems’ operation. In these attacks, the users who nor-
mally can access to the system are prevented to connect it via intensively
sending packets (network traffic) from different sources to the targeted
system, DDoS attacks were performed at certain times within the frame-
work of NCSE - 2011 in order to determine how durable the participants’
systems were to this kind of attacks and to improve their capability of
response to possible similar attacks.

DDoS

Successful - 4

B Unsuccessful - 16

Unattended - 21

Figure 6. The Results of DDoS Attacks

For each of the 20 of the participants that were voluntary for this attack,
a DDoS attack was carried out for a period of previously reported 2 ho-
urs outside the working hours. While 16 of the participants had business
interruption during the attack, 4 of the participants were able to survive
(Figure 6). It was observed that the participants that did not have business
interruption were the ones that purchased special service from their ISPs
in order to be protected from this kind of attacks. This reveals the impor-
tance of inter organizational communication, cooperation and coordinati-
on for providing information security.

Recommendations:

Although there is no exact solution to eliminate DDoS attacks, taking the
precautions below can bring positive results:

. Using open source operating systems in server devices providing

P
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service, taking measures like “SynCookie” on these operating systems.

. Continuously using border monitoring systems, which are on the
network of the server which is attacked, and when an attack starts, de-
termining the common features of the packets in the attack and filtering
out these packets by the systems like firewalls etc.

. Application of necessary policies to filter out the attack packets at
the starting points of the networks for which each ISP is responsible for
across the country.

The IT staff should have knowledge about current attack kinds like DDoS
to be able to apply precautions similar to the above and they should be
trained about these issues. By this way, they can detect an attack against
their organization timely and correctively, work for preventing the attack
and contact with the relevant organizations. The participants can purc-
hase service for preventing DDoS attacks from their ISPs. During this kind
of attacks, necessary and sufficient coordination should be ensured with
ISPs. The agreements, signed between the organizations about the quality
and level of the services ISP will provide should be reviewed, necessary
contacts from ISP in case of an incident should be clearly defined. The
functionality of them should be checked before an attack case.

Finding 14. Vulnerabilities in the Web Applications:

Certain vulnerabilities were detected in the web applications running
on the participants’ information systems connected to Internet. The
participants considering security as an essential requirement during
application development and having their applications checked by in-
dependent government agencies and organizations were noticed to
have respectively less vulnerabilities in their web applications.

Explanation:

The web sites of the organizations are especially the target of the at-
tackers wishing to damage the organizational reputation. In the attacks
made against Estonia and Georgia in 2007 and 2008, which are noticed as
examples of the first cyber wars in the World, it was remarkable that the
most common attack methods were attacking and changing the content of
government web sites. In NCSE - 2011, the security of the participants’ web
sites was controlled according to the perspective of an attacker.

—
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Web Application Scanning

Attended - 25

Unattended - 16

Figure 7. Participation in Web Applications Analysis Study

In NCSE - 2011, 25 participants volunteered for this attack (Figure 7).
Totally 66 applications declared by those participants were checked. The
graphic classifying the detected vulnerabilities as High, Medium and Low
according to their levels of importance is presented in Figure 8. The na-
mes of the participants are expressed as numbers for the sake of confiden-
tiality. A special report was prepared for each of the participants that vo-

Number of
Vulnerabilities

60 1
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Medium

R~

Institution
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Figure 8. Numbers of the Web Vulnerabilities detected in the Participants
lunteered for web application control and was submitted to the relevant
organization. The participants, considering security as a basic need during
application development and having their applications checked by the in-

dependent agencies, were noticed to have respectively less vulnerabilities
in their web applications.
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Recommendations:

As expressed at the end of the explanation part, “secure software deve-
lopment” practices should be put into effect at the stages of web appli-
cation design and implementation. The practices can be implemented by
either the organization itself or the third party software developers. In
either case, a business process including both administrative and techni-
cal aspects should be carried out. Independently testing the developed
software is an extremely important need; and how to meet this need
should be defined within the context of the software development process.

Finding 15. Inability to Analyze the Log Files Properly:

Some of the participants were observed not to be able to determine
when, how and by whom the attack was carried out by means of analy-
zing the attack log files formed during the attacks made within the con-
text of the exercise. The participants which had a special information
security unit were observed to be respectively more successful.

Explanation:

Analyzing the log files generated during an attack enables to detect when,
how and by whom the attack was carried out. Various attack logs formed
via the attacks produced in the test environment were sent to the parti-
cipants during NCSE - 2011 and the participants were required to detect
when, how and by whom the attack was carried out.

Log Analvsis

Attended - 26

Unattended - 15

Figure 9. Participation in Log File Analysis
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3.  RESULT AND RECOMMENDATIONS

NCSE - 2011 was successfully completed in 25-28 January with the partici-
pation of 41 organizations after a preparatory process lasting approxima-
tely one year. In addition to over 500 written injections, the real attacks
composed of port scanning, DDoS attacks, web application control and log
file analysis were carried out in NCSE - 2011.

Findings and the General Situation

The findings reveal that the organizations participated in the exercise had
a considerable amount of information security vulnerabilities.

It should be pointed out that purchasing hardware-software and making
large amounts of investments to information technology are not enough
to overcome the mentioned deficiencies. Instead; primarily the executi-
ves and all employees should be trained about information security, and
additionally the organizational business processes related to information
security should be put into practice.

Evaluating the findings generally, it is seen that studies should be made in
the fields of ISMSs, business continuity, human resources, intra and inter
organizational coordination; and also the efficiency of ongoing researches
should be increased in order to enhance cyber security in Turkey.

ISMS for a Corporate Approach to Information Security

ISMSs have an important place among the activities done for providing
corporate cyber security, which reduce the dependency of organizational
security on the personal knowledge and capabilities of the employees and
give the insight of measurement, monitoring and constant improvement
to the organization. In NCSE - 2011, it was observed that the participants
that had ISMSs made a more systematic effort to solve the problems at
the stage of responding to information security incidents in the written
scenarios.

Business Continuity

Studies for business continuity are critical for the preventing business in-
terruption and providing the systems to run in a short time in case of
any interruption. Therefore, organizations should primarily form business

—

NCSE - 2011 - FINAL REPORT 35

WWW.Syssec-project.eu 42 January 29, 2015



continuity plans according to the analysis to be made. It was observed
that the participants that had previously worked on business continuity
could struggle with business interruptions more effectively and run their
systems in a shorter time than the others as a response to the written sce-
narios carried out in NCSE - 2011.

Human Resources

The human resources is another crucial issue to take into account in the
studies for providing cyber security. In this context, firstly, substitute staff
should be employed, trainings for the system administrators to have a
good knowledge about the system they operate should be planned and
then information security expertise trainings should be planned for the
expert staff who will work for information security (if possible, as a sepa-
rate unit). Cyber security should not only be seen as a technical issue, but
also should include studies to improve awareness and capacities of human
resources of the organizations

Inter and Intra-Organizational Coordination

Finally, it is not possible for the organizations or their information pro-
cessing units to response or produce solutions alone for the information
security incidents. In order to be able to struggle with cyber security thre-
ats, the communication with both internal (information processing unit,
legal unit, public relations unit and etc) and external partners should be
improved and necessary coordination should be enabled.
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1 Introduction

One of the main activities of the SysSec Network of Excellence consists of
defining and updating a yearly roadmap of research areas that need to be
addressed in order to mitigate the threats identified by each Working Group.
The roadmap will serve the twofold objective of driving the research con-
ducted by the SysSec’s partners, and of serving as a guideline for other re-
searchers in the field of system security.

This document is a summary of the Roadmap defined by SysSec [2].
The role of this document, and therefore of the research roadmap, is (i) to
analyze the current status of each threat, (ii) to outline the research that
needs to be done to mitigate it, and (iii) to list the impact this research is
expected to have on the European industry, the European citizen, and the
European Society in general.

1.1 Roadmap Definition Process

The collaboration with external experts, both through the project’s mailing
list and the participation to the face-to-face meetings, helped us to achieve
a more general and precise view of which areas of system security need to
be better investigated in the near future. One of the outcomes of our brain-
storming activity is a list of driving factors that are responsible for changing
the IT world, and that can give us a possible direction toward which we need
to focus our effort. The result of the brainstorming can be summarized by
the following few, important keywords: mobility, increasing lack of privacy,
24/7 connectivity, and cloud computing. The starting point for the meeting
discussion was the White Book [1] published at the end of the FORWARD
Project. The document contained a number of recommendations for future
research based on the likelihood and severity of a number of identified up-
coming threats. The main difference between the result of the white book
and the content of this document is in the scope of the document.

The White Book was written to be a comprehensive overview of all possi-
ble upcoming threats, grouped in eight categories and ranked based on four
different aspects: impact, likelihood, obliviousness, and R&D needs. The
SysSec yearly roadmap aims instead at being a more focused document, in
which we review the current state of the threats identified in the past to
update the research workplan for the upcoming years.

In addition to the White Book, we refined our roadmap by taking into
account the content of similar roadmaps and strategic documents recently
published in Europe and in the United States (for a more comprehensive
overview of such previous work please refer to the complete project Deliv-
erable [2]).
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In the rest of this document we summarize the key topics we identified
and we propose a roadmap developed around five “horizontal” areas: pri-
vacy, targeted attacks, mobility, emerging technologies, and usable security.

2 Privacy: Give me back the Control of my Data!

More and more personal information about an increasing number of users
will be stored online in the near future. Social networking sites are a very
well known example of this trend, but, unfortunately, they are just the tip
of the iceberg of a much larger phenomenon. File hosting services, cloud
computing, back-up solutions, medical databases, and web emails are other
examples of services that store personal information outside the direct con-
trol of the users.

Such a large amount of information requires to be carefully protected
and regulated in order to preserve the citizens’ privacy. One might think that
encryption might be the solution to this problem: after all, storing data in an
encrypted form prevents all attackers from accessing them. Unfortunately,
this is not the case as users frequently can not use encryption to protect
their data (such as in social networks). On the contrary, we believe that we
should invest in the system research aspects related to the users’ privacy.

2.1 Recommendations and Research Directions:

Researchers should investigate how to protect users against so-
phisticated attacks that aim at disclosing their personal informa-
tion. For example, it is important to promptly detect function-
alities that can be abused to correlate data available in public
records and de-anonymize user accounts in many online ser-
vices.

2.2 Expected Impact

* Increased confidence by EU citizens in a privacy-preserving use of ICT.

¢ Increased societal acceptance of ICT through the assured protection of
basic privacy expectations.

* Increased support towards the protection of the right of privacy for
ordinary citizens.

3 Targeted Attacks: Looking for the Needle in a Haystack

The recent Stuxnet incident has been an eye-opener regarding the possible
impact of advanced, targeted attacks that can be performed by sophisticated
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3.1 Recommendations and Research Directions:

actors with significant resources at their disposal [3]. The attack clearly
showed how our current defense tools, policies, and infrastructures failed in
front of a threat that was designed to focus against a specific target instead
of blindly targeting the entire community.

Malicious hardware can also be used as a very subtle vector to perform
extremely hard to detect attacks against critical infrastructures, large corpo-
rations, and government organizations. However, targeted attacks do not
necessarily need to be extremely sophisticated and, even in their simplest
forms, can pose a very serious threat against normal users. Targeted SPAM,
for example, is extremely effective in phishing users credentials. We envi-
sion ad-hoc banking trojans could be developed in the near future to avoid
detection by targeting only a restricted group of individuals.

In addition, we believe there is a serious risk that attackers will soon start
developing automated techniques to customize attacks based on private user
information and aggregated data collected from multiple online sources.

3.1 Recommendations and Research Directions:

We believe it is very important for researchers to develop new
techniques to collect and analyze data associated with targeted
attacks. The lack of available datasets, in addition to the limita-
tion of the traditional analysis and protection techniques, is one
of the weak points in the everlasting war against malware. In
this area, the problem is often to find the needle of the targeted
attack in the haystack of the traditional attacks perpetuating ev-
ery day on the Internet.

In addition, researchers should also focus on new defense ap-
proaches that take into account alternative factors (such as mon-
etization), and large scale prevention and mitigation (e.g. at the
Internet Service Provider’s (ISP) level).

3.2 Expected Impact

* Significant improvement towards the protection of Critical Infrastruc-
tures.

* Winning significant ground against sophisticated cyber attackers.

* Design of new detection and protection techniques to mitigate cyber-
espionage attacks against governments and large organizations.

* Improved collaboration with international research and operational
stakeholders.
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4 Security of New and Emerging Technologies: Hey
You! Get out of my Cloud!

Analyzing and securing emerging technologies has always been a core ob-
jective in the area of system security. Unfortunately, it is often the case that
new services and new devices are released before the research community
has had a chance of studying their security implications.

In the near future, we can identify four topics, in the area of new and
emerging technologies, that need to be studied from a security point of view:

Cloud Computing - The Cloud is quickly changing the way companies run
their business. Servers can be quickly launched and shut down via ap-
plication programming interfaces, offering the user a greater flexibility
compared to traditional server rooms.

From a system security perspective, there are a number of aspects that
are specific to cloud computing. For instance, the impact of “insider
threats”, the issues related to privacy and “data management”, and the
attacks against the “virtualization” infrastructure.

Online Social Networks - As these online communities, such as Facebook,
MySpace, Orkut, Twitter, LinkedIn, and others, have been adopted
by millions of Internet users, miscreants have started abusing them
for a variety of purposes, including stalking, identity theft, spamming,
direct advertising, spreading of malware, etc. Monitoring and securing
social networks is therefore very important to protect the users from a
large spectrum of attacks.

Smart Meters - This new class of devices is a clear example of a new tech-
nology that has been rapidly deployed without the required security
protection mechanisms. Studying and fixing these devices in partic-
ular, but also extending previous work done in more general sensor
networks should therefore be one of the goals of system security re-
searchers.

SCADA Networks - Even though SCADA is not exactly a new technology,
these devices were initially designed to be isolated and thus built with
certain underlying security assumptions. Since many industrial pro-
cess control systems became reachable from the outside (even when,
as shown by Stuxnet, the attacker has to cross an “airgap”), the secu-
rity of these networks has become an important priority.

4.1 Recommendations and Research Directions:

Securing new and emerging technologies before it is too late is
one of the main priorities of the system security area. In this
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4.2 Expected Impact

direction, it is important to sponsor activities and collaboration
between academia and the industrial vendors to maximize the
impact of the research and reduce the time required for the anal-
ysis and the experiments.

4.2 Expected Impact

¢ Increased adoption of, and placing trust in, emerging technologies by
ordinary citizens.

* Reduced costs associated with security incidents.

* Lower barriers for mobile operators and application developers to pro-
vide accessible and affordable mobile services to their customers.

5 Mobility

We are currently witnessing the penetration of mobile devices in every facet
of our society. These devices have varying characteristics but their under-
lying common features are: ever-increasing computational capabilities and
continuous connectivity, be it Ethernet, WiFi, GSM, 3G, 4G LTE, Bluetooth,
or even infrared.

Exploiting such devices is often easy due to a number of factors, not
all applicable in all cases: limited computational power to run full-fledged
security software like antivirus, firewalls, or intrusion detection systems,
dependency on battery power, so even if security software exists it may not
be practical to run, lacking security design, ease-of-use trumping security
requirements, easy physical access by attackers, etc.

5.1 Recommendations and Research Directions:

We believe it is very important to focus our research toward the
security of mobile phones. In particular, we need new tools and
techniques that can be deployed to the current smartphone sys-
tems to detect and prevent attacks against the device and its
applications.

5.2 Expected Impact

¢ Increased adoption of mobile devices for commercial use by ordinary
citizens.

* Improved European industrial competitiveness in mobile phone appli-
cations in all realms of life.
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6 Usable Security: Focusing on the Weakest Link

The SysSec consortium yearly invites international experts to brainstorm
about new threats. The importance of human factors was one of the main
points that emerged from the last brainstorming activity between the mem-
bers of the consortium and the international experts.

On one side, the engineers that design new devices often do not consider
themselves to work with IT systems and therefore do not care or do not
know about computer security issues. On the other side, several end-users
would just give permissions and click on every link or button to reach their
goal (often as simple as playing a game on their mobile phone).

The human factor when it comes to security is a very important, but
difficult to solve, problem. The impact of new defense techniques greatly
depends on the assumption made on the final users and on their involve-
ment in the security process.

6.1 Recommendations and Research Directions:

We believe that a study of the usability of security countermea-
sures is very important and it will become even more critical in
the future. If we want to progress in this direction, we need in-
terdisciplinary efforts that bring together experts from different
social and engineering scientific fields.

6.2 Expected Impact
* Empowering users to play a more effective role in securing cyber space.

* Provide increased support to end users so as to make better decisions
when accessing the ICT infrastructure.

¢ Increase the end-user adoption of security-related software and moni-
toring systems.

7 Roadmap Update Process

As previously explained in Section 1.1, the process we adopted to define
the initial roadmap was based on a number of brainstorming activities con-
ducted by the members of the SysSec consortium and several international
experts. To bootstrap the process, we started from the list of future threats
identified at the end of the Forward project, and published in the Forward
White Book.

In the next three years, we plan to refine and extend the initial roadmap
to reflect changes in the system security landscape. In particular, we can
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Figure 1: Example of Landscape Graphs used to estimate the potential char-
acteristics of each threats

identify four main reasons that can lead to modification of the roadmap’s
direction:

* New threats and attacks are discovered that need to be addressed by
the research community (e.g., the security of Smart Meter devices)

» Existing threats are mitigated by deployed products, changes in the
underlying technology, or new defense mechanisms (e.g., the use of
random tokens has been successfully adopted as countermeasure against
cross-site request forgery attacks)

* Existing threats, even if unsolved and still potentially harmful, lose
interest because of changes in the underground ecosystem or in the
criminal motivations (e.g., flash worms were replaced by more lucra-
tive botnets).

¢ Changes in the existing technology or in the available services sud-
denly increase the likelihood and severity of some previously unlikely
attacks (e.g., spear phishing boosted by the spread of Social Network-
ing sites, or mobile malware by the new widely available smarth-
phones)

In order to make our approach more systematic, we propose a simple yet
effective procedure to update the roadmap. First of all, at the beginning of
each year we collect information from several sources: scientific papers pub-
lished in top venues in system security, statistics about current and future
threats reported by antivirus and security companies in their public reports,
and opinions of international experts discussed in blogs, talks, whitepapers,
or public panels. We then use the collected information to redact an internal
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draft including new candidates for the future roadmap, as well as previously
identified areas that can be removed from the new version.

In the third step of our update process we will involve a number of
external experts invited to participate to our working group meetings. In
particular, we will ask each expert to position each threat (both from the
previous roadmap and from the list of new candidates) on a number of two-
dimensional graphs [5] (for example, on the impact-likelihood and R&D-
obliviousness landscapes depicted in Figure 1). This experiments, inspired
by the approach adopted to redact the Global Risk 2012 document published
by the World Economic Forum, will allow us to support the collected data
and to put on a 5-point Likert-like scale [4] the different threats.

Finally, to conclude our approach, we will merge the collected graphs
and distill their content to capture variations between the questionnaire an-
swers and trends between different threats over time. The results will be
summarized and presented in the yearly edition of the research roadmap.

8 Conclusions

In this document we presented a short roadmap for the research in the sys-
tem security area. One of the primary goals of this document is to serve as
a guideline for researchers in the field, and more specifically to guide the
work in the three technical workpackages of the SysSec project. Our first
version of the roadmap can be summarized in five topics:

1. System security aspects of privacy
2. Collection, detection, and prevention of targeted attacks

3. Security of emerging technologies, in particular the cloud, online so-
cial networks, and devices adopted in critical infrastructures

4. Security of mobile devices

5. Usable security

These topics will be evaluated again during the following years of the
projects, according to the update methodology we described in Section 7.

Finally, it is important to remember that this roadmap does not intend
to be a comprehensive document covering all aspects of system security.
Instead, we wanted to present a focused overview of the most important as-
pects that need to be addressed in the future. We will then update this doc-
ument every year, monitoring changes in the threat landscape and promptly
reacting to new, emerging attacks.
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Social network security

A SysSec Whitepaper*
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1 Introduction

In recent years, social networks have become more than a technology. They
directly influence the lives of millions of people around the world. Friendships,
social interaction and shared media are just a small subset of the offered func-
tionality. However, the growing popularity also comes with a downside. With
over 800 million users [5] in December 2011, Facebook is the largest, most widely
accepted social network so far. Recently, it was repeatedly referred to as being
the Microsoft Windows of the smartphones. The large amount of information
published, and often publicly shared, by users on their online social network
profiles is additionally attracting the attention of attackers. If just a single suc-
cessful attack is launched against a network such as Facebook, the impact is
tremendous with over 800 million people being potential victims. To make sure
that such an attack does not happen on a large scale, security researchers focus
on various properties of these virtual communities and try to find solutions for
arising problems.

Naturally, pure social networks like Facebook and its predecessors are very
good examples and can be used as a reference for most case studies. There
are, however, various other platforms to consider. A good example are gaming
platforms like Steam [12], Origin [13] or BattleNet [11] where users interact,
share their latest achievements or simply chat with each other. Other networks
such as LinkedIn or Xing focus on more professional participants to help them
establish business relationships and maintain them. In fact, a lot of communi-
ties reaching from the aforementioned gaming to research communities, already
established their own social network to help likeminded individuals to keep in
touch.

What all of these platforms have in common is the fact that they rely on
their user’s social interactions to function. They only differ in the validity of
the presented persona and, from an attacker’s point of view, the asset connected
with the person behind that persona. That can be a real name and personal

*The research leading to these results has received funding from the European Union
Seventh Framework Programme (FP7/2007-2013) under grant agreement no 257007.
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information on Facebook, credit card information on gaming platforms or in-
game currency in an MMOG. Security researchers aim to protect those assets by
devising new protection mechanisms or identifying previously unseen threats.
This task is not always simple and, due to the unpredictable nature of humans
and their actions, often challenging.

2 Traditional attacks

Attacks on social networks are usually variants of traditional security threats
(such as malware, worms, spam [15], and phishing [14]). These “common”
threats are thoroughly discussed in existing research papers. The one thing
these attacks have in common when used in junction with social networks is
their possibility to leverage personal data for a higher impact. Spam, for exam-
ple, can be directly sent to an interested person, probably with the name of a
friend as the sender [15]. Worms and other malware have a higher infection rate
because links within a social network are more likely to be clicked [10]. Phishing
attacks can be aimed at a narrow category of individuals with a higher success
rate as traditional spam [4]. These attacks are carried out in a different context
by leveraging the social networks as a new medium to reach the victims. More-
over, adversaries can take advantage of the trust relationships between “friends”
in social networks to craft more convincing attacks by exploiting personal in-
formation gleaned from victims’ pages. Therefore, most of the attack requires,
as a first step, to become friend of the victim. As already mentioned in the
introduction, that applies to almost any form of social networks as long as they
support some form of “friendship”.

As web applications served to the user via standardized, well-known proto-
cols, social networks can also be attacked in equally well-known ways. OWASP
lists the top ten of the web vulnerabilities which of course also apply to social
networks. Placed on the very top are injection vulnerabilities. One might think
that textbook-like SQL-injection attacks are a thing of the past, but in May
2011, they were the reason for roughly 56.000 user credentials of the dating-
social-network findfriendz.com being disclosed. Facebook itself has been shown
to be vulnerable to XSS (Cross-Site-Scripting) and CSRF (Cross-Site-Request-
Forgery) attacks in the past [2].

While traditional attacks undoubtedly have a severe impact on the cus-
tomer base provided by today’s social networks, new attack vectors, which are
specifically tailored to operate on the unique structure of social networks, are
emerging.

3 New attack vectors
As the name already suggests, social human interaction is an integral part of

social networks. Hence the user itself, rather than the technical infrastructure,
is predominantly targeted by social engineering attacks. A typical example is to
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spike a user’s interest on a certain topic that in turn provokes an inconsiderate
user action (scamming). A good example for this behavior are various “viral
videos” that spread through Facebook over the last year. The new aspect in
social engineering attacks in social networks are the trust relationships built
upon the aforementioned “friendships”. In fact, past research has shown that
users of online social networks tend to exhibit a higher degree of trust in friend
requests and messages sent by other users (e.g., [7, 9]).

In a reverse social engineering attack, this heightened amount of trust is
exploited by an attacker that does not initiate contact with the victim. Rather,
the victim is tricked into contacting the attacker herself. As a result, a high
degree of trust is established between the victim and the attacker as the victim
is the entity that first wanted to establish a relationship. Once a reverse social
engineering attack is successful (i.e., the attacker has established a friend rela-
tionship with the victim), she can then launch a wide range of attacks such as
persuading victims to click on malicious links, blackmailing, identity theft, and
phishing. Some of the features provided by online social networks can be abused
by attackers with the aim of launching automated reverse social engineering at-
tacks. This form of attack can be categorized into three sub-groups, namely,
recommendation-based, visitor tracking-based, and demographics-based reverse
social engineering.

In the recommendation attack, the aim is to exploit the friend recommenda-
tions made by the social network to promote the fake profile of a fictitious user
to the victim. The hope, from the attacker’s point of view, is that the victim
will be intrigued by the recommendation, and will attempt to contact the bogus
profile that is under the attacker’s control. In the visitor tracking attack, the
aim is to trigger the target’s curiosity by simply browsing her profile page. The
notification that the page has been visited may be enough to attract the target
to visit the attacker profile. Finally, in the demographic-based attack scenario,
the attacker attempts to reach his victims by forging fake demographic or per-
sonal information with the aim of attracting the attention of users with similar
preferences (e.g., similar musical tastes, similar interests, etc.).

These attacks highlight just a single facette of social networks. Other than
friendship status and the involved level of trust, platform-based applications
(Apps) represent another widely-used functionality with the potential to cause
mischief. Probably everyone who has a Facebook profile has as least once
been confronted with Farmville, Mafia Wars, birthday calendars or other apps
through either news items on friends’ walls or even direct requests by friends to
use them. Although the times when third-party apps had unlimited access to
a user’s data are over by now, people still tend to willingly accept even boldest
permission requests. One explanation for that behavior is that users often prop-
agate their trust relationship to a friend directly to apps used by this friend [16].
Efforts to make users more aware of the privacy they are giving away might be
a step into the right direction.

Another form of data exposure is presented by the possibility for third-party
websites to interact with the social network by utilizing so-called plugins. Social
plugins enable third-party websites to offer personalized content by leveraging
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the social graph, and allow their visitors to seamlessly share, comment, and
interact with their social circles [3]. For example, Facebook’s Like button, prob-
ably the most widely deployed social plugin [1], enables users to leave positive
feedback for the web page in which it has been embedded, share the page with
their friends, and view their friends that have “liked” the page, along with the
total number of “likes” from all visitors. Google’s “+1” button [6] offers almost
identical features to the Like button, while similar widgets are also available
from other popular social networking sites such as Twitter and LinkedIn.

Social plugins have also been used for a wide variety of other applications
including authentication. For example, instead of a web site implementing its
own authentication system with user names and passwords, it may use a social
login plugin offered by a social networking platform such as Facebook. In the-
ory, this approach to authentication not only saves visitors from the burden of
remembering one more password, but also gives them the opportunity to expe-
rience a personalized service from the web site based on their preferences and
social circle.

Unfortunately, both technologies also bear an enormous risk to badly in-
fluence a user’s privacy. In most cases, a visit to the target site is enough to
identify the visitor, regardless of the actual interaction done with the plugin.
Social login, on the other hand, enables third-party websites to access private
information in a user’s profile. A privacy leak not always anticipated by the
user.

4 Outlook

In general, the evolution from traditional attacks to more specific forms that
leverage social network information was logical. Where technological quirks,
weaknesses and vulnerabilities acted as an enabler for traditional attack scenar-
ios, relationships, trust and private information play an equally important role
in social networks. Still, large-scale attacks with severe impact to the majority
of participants of a social network have not been reported yet. In our opinion,
the reason for this is twofold.

First of all, a social network is a strongly supervised and encapsulated struc-
ture where permissions are needed to carry out most actions (e.g. sending
messages or posting comments). Misbehavior is promptly reported and the cor-
responding account blocked. Secondly, an attack, once implemented, does not
necessarily yield the same results over time. In contrast to a deterministic, tech-
nological tool like a botnet or malware in general, the target in social networks
are humans. And that bears the advantage of a certain capability to adapt to
the circumstances. In the long run, even the most gullible user will be able to
tell the difference between a legitimate friend request and a bogus one.

The greatest danger the users and participants of social networks have to face
today, are privacy leaks. When the platforms have been introduced at first, they
were designed as relatively closed environments which undoubtedly came with
their own set of problems. In recent years, however, the progressive integration
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of social networks into other branches made it increasingly difficult to track
where personal information is used or where it can be accessed [8]. Even the
tiny like-button discussed before, comes with its privacy issues, not to mention
more advanced technologies like social authentication and other plugins.

For targeted attacks like spear phishing or social engineering, a social net-
work is the perfect background. Even though the user is ultimately responsi-
ble for the amount of detail offered by her own presentation, researchers are
prompted to raise the bar an attacker has to cross before successfully launching
an attack. Previous research has proven the feasibility of keeping up or even
staying ahead in the arms race. With ongoing effort it can be assured that it
also holds true in the future.
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Future Research in Systems Security

Evangelos Markatos and Davide Balzarotti* , eds

The SysSec Project
contact@syssec-project.eu

Abstract. During its first year of operation, the SysSec network of ex-
cellence has created a roadmap for System Security Research. This short
paper presents a summary of this Roadmap along with its expected im-
pact on the European industry, the European Citizen, and Society in
general.

1 Privacy: Give me back the Control of my Data!

More and more personal information about an increasing number of users will
be stored online in the near future. Social networking sites are a very well known
example of this trend, but, unfortunately, they are just the tip of the iceberg
of a much larger phenomenon. File hosting services, cloud computing, back-up
solutions, medical databases, and web emails are other examples of services that
store personal information outside the direct control of the users.

Such a large amount of information requires to be carefully protected and
regulated in order to preserve the citizens’ privacy. One might think that encryp-
tion might be the solution to this problem: after all, storing data in an encrypted
form prevents all attackers from accessing them. Unfortunately, this is not the
case as users frequently can not use encryption to protect their data (such as in
social networks). On the contrary, we believe that we should invest in the system
research aspects related to the users’ privacy.

2 Targeted Attacks: Looking for the Needle in a Haystack

The recent Stuxnet incident has been an eye-opener regarding the possible im-
pact of advanced, targeted attacks that can be performed by sophisticated actors
with significant resources at their disposal. The attack clearly showed how our
current defense tools, policies, and infrastructures failed in front of a threat that
was designed to focus against a specific target instead of blindly targeting the
entire community.

Malicious hardware can also be used as a very subtle vector to perform ex-
tremely hard to detect attacks against critical infrastructures, large corporations,
and government organizations. However, targeted attacks do not necessarily need

* The research leading to these results has received funding from the European Union
Seventh Framework Programme (FP7/2007-2013) under grant agreement no 257007.
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to be extremely sophisticated and, even in their simplest forms, can pose a very
serious threat against normal users. Targeted SPAM, for example, is extremely
effective in phishing users credentials. We envision ad-hoc banking trojans could
be developed in the near future to avoid detection by targeting only a restricted
group of individuals.

In addition, we believe there is a serious risk that attackers will soon start
developing automated techniques to customize attacks based on private user
information and aggregated data collected from multiple online sources.

3 Security of New and Emerging Technologies: Hey You!
Get out of my Cloud!

Analyzing and securing emerging technologies has always been a core objective
in the area of system security. Unfortunately, it is often the case that new services
and new devices are released before the research community has had a chance
of studying their security implications.

In the near future, we can identify four topics, in the area of new and emerging
technologies, that need to be studied from a security point of view:

Cloud Computing - The Cloud is quickly changing the way companies run

their business. Servers can be quickly launched and shut down via application
programming interfaces, offering the user a greater flexibility compared to
traditional server rooms.
From a system security perspective, there are a number of aspects that are
specific to cloud computing. For instance, the impact of “insider threats”, the
issues related to privacy and “data management”, and the attacks against
the “virtualization” infrastructure.

Online Social Networks - As these online communities, such as Facebook,
MySpace, Orkut, Twitter, LinkedIn, and others, have been adopted by mil-
lions of Internet users, miscreants have started abusing them for a variety
of purposes, including stalking, identity theft, spamming, direct advertising,
spreading of malware, etc. Monitoring and securing social networks is there-
fore very important to protect the users from a large spectrum of attacks.

Smart Meters - This new class of devices is a clear example of a new technol-
ogy that has been rapidly deployed without the required security protection
mechanisms. Studying and fixing these devices in particular, but also extend-
ing previous work done in more general sensor networks should therefore be
one of the goals of system security researchers.

SCADA Networks - Even though SCADA is not exactly a new technology,
these devices were initially designed to be isolated and thus built with certain
underlying security assumptions. Since many industrial process control sys-
tems became reachable from the outside (even when, as shown by Stuxnet,
the attacker has to cross an “airgap”), the security of these networks has
become an important priority.
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4 Mobility

We are currently witnessing the penetration of mobile devices in every facet
of our society. These devices have varying characteristics but their underlying
common features are: ever-increasing computational capabilities and continu-
ous connectivity, be it Ethernet, WiFi, GSM, 3G, 4G LTE, Bluetooth, or even
infrared.

Exploiting such devices is often easy due to a number of factors, not all
applicable in all cases: limited computational power to run full-fledged security
software like antivirus, firewalls, or intrusion detection systems, dependency on
battery power, so even if security software exists it may not be practical to run,
lacking security design, ease-of-use trumping security requirements, easy physical
access by attackers, etc.

5 Usable Security: Focusing on the Weakest Link

The SysSec consortium yearly invites international experts to brainstorm about
new threats. The importance of human factors was one of the main points that
emerged from the last brainstorming activity between the members of the con-
sortium and the international experts.

On one side, the engineers that design new devices often do not consider
themselves to work with IT systems and therefore do not care or do not know
about computer security issues. On the other side, several end-users would just
give permissions and click on every link or button to reach their goal (often as
simple as playing a game on their mobile phone).

The human factor when it comes to security is a very important, but difficult
to solve, problem. The impact of new defense techniques greatly depends on the
assumption made on the final users and on their involvement in the security
process.

6 Conclusions

In this document we presented a short roadmap for the research in the system
security area. One of the primary goals of this document is to serve as a guideline
for researchers in the field, and more specifically to guide the work in the three
technical workpackages of the SysSec project. Our first version of the roadmap
can be summarized in five topics:

1. System security aspects of privacy

2. Collection, detection, and prevention of targeted attacks

3. Security of emerging technologies, in particular the cloud, online social net-
works, and devices adopted in critical infrastructures

4. Security of mobile devices

5. Usable security
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Research and Innovation
Microarrays - Innovative Standards in a
Changing World: the Case for Cloud

by Jane Kernan and Heather J. Ruskin

Number 90, July 2012

SysSec: Managing Threats and Vulnerabilities
in the Future Internet

by Evangelos Markatos and Herbert Bos

For many years, cyber attackers have been one step ahead of the defenders. The asymmetric
nature of the threat has led to a vicious cycle where attackers end up winning. SysSec, a new
Network of Excellence in the area of Systems Security, attempts to break this vicious cycle and
encourages researchers to work not on yesterday’s attacks but on tomorrow’s threats, to
anticipate the attackers’ next move and to make sure they are prepared.

Over the past decade we have seen a
large number of cyber attacks on the
Internet. Motivated by financial profits
or political purposes, cyber attackers
usually launch attacks that stay below
the radar, are difficult to detect, and
exploit the weakest link: the user. We
believe that the core of the problem lies
in the nature of cyber security itself: in
the current practice of cyber security,
most defenses are reactive while
attackers are by definition proactive.
Cyber security researchers usually chase

ERCIM NEWS 90 July 2012

the attackers trying to find one more
defense mechanism for every newly cre-
ated attack. Thus, we are facing an
asymmetrical threat: while attackers
have all the time in the world to choose
when and where to strike minimizing
their cost, defenders must respond fast,
within narrow time constraints, and at a
very high cost. Each new round of
attack-and-defense drains energy from
the defenders, leading them down a
vicious cycle which will eventually wear
them out. It seems that the only way to
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build effective defenses is to break this
cycle, by changing the rules of the game,
by anticipating the moves of the
attackers, and by being one step ahead of
them, through (i) identifying emerging
vulnerabilities, and (ii) working towards
responding to possible attacks before
they appear in the wild. In this aspect,
the recently created SysSec Network of
Excellence takes a game-changing
approach to cyber security: instead of
chasing the attackers after an attack has
taken place, SysSec studies emerging
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Figure 1: SysSec's BURN interface visualises malicious activities in 5y

this case, the number of malicious servers as a function of time for a network in Germany

exhibits a sudden drop, whereas we find a specular sudden step in a network in France. BURN

matkes it easy to correlate this type of events visually.

threats and vulnerabilities ahead of time.
The network’s main thrusts are to iden-
tify a roadmap to work on threats and to
build infrastructure to boost education in
system security—to provide the
expertise needed to deal with these
emerging threats.

Roadmap
With the collaboration of the research
community, SysSec has already pro-
duced a research roadmap (http://syssec-
project.eu/roadmap1) which outlines
some of the important areas the commu-
nity feels we should focus on. In the first
year, the project selected five categories:
1. Privacy. SysSec urges researchers to
investigate how to protect users against
sophisticated attacks that aim to dis-
close their personal information. For
example, it is important to promptly
detect functionalities that can be
abused to correlate data available in
public records and de-anonymize user
accounts in many online services.
2.Targeted attacks. It is important for
researchers to develop new tech-
niques to collect and analyze data
associated with targeted attacks. The
lack of available datasets, in addition
to the limitation of the traditional
analysis and protection techniques, is
one of the current weak points of the
war against malware. The problem is
often to find the needle of the targeted
attack in the haystack of the tradition-
al attacks perpetuated every day on
the Internet. In addition, researchers
should focus on new defense
approaches that take into account
alternative factors (such as monetiza-
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tion), and large scale prevention and
mitigation (e.g., at the Internet Serv-
ice Providers (ISP) level).

. Security of emerging technologies, in
particular the cloud, online social net-
works, and devices adopted in critical
infrastructures (like smart meters).
Security in new and emerging tech-
nologies before it is too late is one of
the main priorities of the system secu-
rity area. In this direction, it is impor-
tant to sponsor activities and collabo-
ration between academia and the
industrial vendors to maximize the
impact of the research and reduce the
time required for the analysis and the
experiments.

4. Mobility: develop new tools and tech-
niques that can be deployed in current
smartphone systems to detect and pre-
vent attacks against the device and its
applications.

.Usable security: We believe that a
study of the usability of security meas-
ures is important and it will become
even more critical in the future. If we
want to progress in this direction, we
need interdisciplinary efforts that
bring together experts from different
fields (including engineering, system
security, psychology, etc. ).

w

w

With the help of experts organized in
working groups, SysSec updates its
roadmap yearly to reflect new threats
and priorities.

Education

Having realized the lack of educational
material in the area, SysSec further aims
to establish a center for academic excel-
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lence in the area and has started
designing a common curriculum on
cyber security, focusing mostly on the
production of slides and lab exercises,
which are particularly hard to design and
set up. A first version of the curriculum
along with course material is expected to
be ready by September 2012. It will be
open to universities throughout Europe
and will help to set up a state of the art
cyber security curriculum to train the
next generation of experts.

We underline that besides SysSec sev-
eral other projects aim to map the
research landscape in cyber security.
However, with a clear focus on system
security and the development of usable
course material, we believe SysSec
occupies a unique and valuable niche.
SysSec may  be contacted at
contact@syssec-project.eu, may be fol-
lowed in twitter (twitter: syssecproject)
and may be found in Facebook
(http://www.facebook.com/SysSec).
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Cybersecurity in the Smart Grid

by Magnus Almgren, Davide Balzarotti, Marina Papatriantafilou and Valentin Tudor"

In the past, the easiest way to attack the electrical grid would have been to physically access and
destroy components. However, with the introduction of the smart grid and its increased
dependence on information and communication technologies (ICT), the future grid may be
vulnerable to pernicious cyber attacks performed remotely. In CRISALIS and SysSec, we are
studying the properties of the envisioned smart grid to be able to anticipate and mitigate future
attacks against this critical infrastructure.

In Europe and elsewhere, the electrical grid is
being transitioned into the “smart grid” in

order to increase flexibility and accommodate
large scale energy production from renewable
sources. This transition involves, among other

A Electrical
RGIHENOREIENE  Engineering
Smart Grid Expertise

steps, the installation of new, advanced
equipment — for example, the replacement of
traditional domestic electrical meters with
smart meters - and remote communication
with devices — for example, allowing remote
access to an unsupervised energy production
site. Together with the new functionalities,
this transition introduces concerns about how the technology can be misused by adversaries [1].

The security issues associated with the smart grid include the following. Many of the new security
issues in the smart grid are well-known problems in the information and communication technology
(ICT) domain, such as buffer overflows in devices and sloppy implementations of cryptographic
protocols. However, the solutions from the more mature ICT domain may not be directly applicable
to the smart grid due to resource-constrained devices (smart meters), the life cycle of components
(there will always be legacy systems) or the impossibility of immediately shutting down and patching
a machine that needs to run 24/7. Other issues originate from the electrical and power engineering
domain (device tampering). There are also challenging new problems originating from the
intersection between the electrical engineering and ICT domains, for example where a cyber attack
(buffer overflow) in turn affects properties of the electrical grid (power quality), which in turn may
propagate back to the ICT domain (vulnerability of control loop) [2]. An interdisciplinary approach is
required to identify possible solutions to these problems.

In SysSec, a network of excellence in Europe, and CRISALIS, a European research project, we are
working on improving the security in critical systems, in particular the smart grid, through two
orthogonal approaches. One major problem is the lack of cross-domain expertise in both ICT security

! published in ERCIM News #92, http://ercim-news.ercim.eu/images/stories/EN92/EN92-web.pdf
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and power engineering. Being a network of excellence, SysSec organizes several activities to bring
together researchers and practitioners from different domains. For example, we organized a summer
school for students across Europe for a hands-on approach to learn more about reverse engineering
of malware targeting critical infrastructure. To our surprise, we hit the ceiling on the number of
students we could accept within less than a week of the announcement, forcing us to create a
waiting list. This points to the need of better education in this area and we will also include modules
for hardware security and critical infrastructure protection as part of the effort in SysSec to provide a
common curriculum on cyber security.

Another major problem hampering the analysis of security properties of the smart grid is the
proprietary nature of the technologies and protocols involved: there are few open source tools
available to perform an in-depth analysis of a system. For this reason, we are developing a toolset in
CRISALIS that can be used by researchers to validate security claims made by vendors and increase
the overall security of the deployed components. One of the first deliverables will be an open-source
fuzzer to test the protocols used in this domain. By working closely with industrial partners, the goal
is to provide new tools to detect intrusions and effective techniques to analyse infected systems.

Even though the smart grid is a necessity, it is important to understand the security risks before
complete systems are deployed and interconnected across Europe. Learning from and avoiding
simple problems that have already been encountered in the ICT domain, we may focus on the new
types of threats that arise as a consequence of the interdisciplinary nature of this complex
environment. For this reason, projects such as SysSec and CRISALIS, which bring together experts
from different domains, are crucial at this stage.

CRISALIS (http://www.crisalis-project.eu/) may be contacted at contact@crisalis-project.eu. SysSec
(http://www.syssec-project.eu/) may be contacted at the corresponding contact@syssec-project.eu,
followed in twitter (twitter:syssecproject) and Facebook (http://www.facebook.com/SysSec).
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This whitepaper, aimed at a national audience (in Bulgaria) is aimed to
extend and deepens the impact of the project, by translating some of the
consortium’s resarch results in a more consumable form for decision makers
and the general public who may not find them accessible in English. We
decided to include this whitepaper as an example of an exercise all partners
have done in disseminating high-level information about our research to our
national audiences.
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2 AHanu3 Ha Kubep 3anaaxume 8 UHMepPHem COYUAAHU MPEXHCU ...

3naTtorop MuHuyeB, AHann3 Ha KMbep 3annaxuTe B MHTEPHET COUMANHW MPEXWU C U3crnenBaHe Ha
notpebutenckua otroeop, IT4Sec Reports 115 (Codwmsa, WMHCTUTYT MO WMHPOPMALMOHHM W
KOMYHMKaLIMOHHM TexHororuu, Hoemepu 2014 r.), http://dx.doi.org/10.11610/it4sec.0115.

ITASecReports 115 ,,AHanu3 Ha KuGep 3annaxute B WHTEPHET COUUANHU MpPEeXu C
u3crneaBaHe Ha NoTpebuTenckus oTroBop” Pa3srnegaHo e Cb3gaBaHeTo Ha CUCTEMeH MoJen 3a
aHanu3 Ha kubep 3annaxv B coumanHute Mpexu oT WHTepHeT npocTpaHCTBOTO MpWU PasfvyHu
CLueHapun 3a TAXHOTO u3nonasaHe. [NpUNoXeHO e eKCNepTHO WM MOoTpebuTencko aHkeTupaHe, B
CbyeTaHVWe C eKCrnepuMEeHTanHo BanuaupaHe, 4pe3 OMOMOHWUTOPUHI BbpXy (OKYC rpynu OT
notpebutenn. HabniogasaHa e kopenauus Mexay eKCnepTHO  WMAaeHTUduumpaHute 1
noTpebuTenckn BanmuAMpaHu SBHW W CKPUTU 3anniaxv B CbBPEMEHHWTE COLManHW Mpexw,
npegocTassWy AOCTbM [0 MHOXECTBO YCMyr 4pe3 cMapT ycTpoicTsBa M yeb TexHomoruwu.
MonyyeHnTe pedyntaT nokasBaT HeobGXxoOAMMOCT OT pa3paboTBaHETO Ha HOBM MeToaM 3a
noBuLLABaHe CUrypHOCTTa Ha NOTpebuTenTe B CbBPEMEHHUSI AUTUTANEH CBSAT.

IT4Sec Reports 115 “Cyber Threats Analysis In On-Line Social Networks With A Study On
User Response*“ The report presents a system model towards cyber threats analysis in on-line
social networks, with consideration of multiple scenarios. An implementation of experts’ and users’
g-based surveys is made, together with experimental validation through biomonitoring of focus
groups.

A correlation is observed between the experts’ identified and users’ validated obvious and hidden
cyber threats in modern social networks that provide access to multiple services via smart devices
and technologies. The study results demonstrate the need for developing new methods for
improvement of user security in the modern digital world.
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1. MOQEJIHO U3CJIEABAHE HA NTOTPEBUTEJICKUTE
AKTUBHOCTU B COLINATIHUTE MPEXXU

PeanusvpaHeTo Ha HacTOSLIOTO M3cneABaHe € CbYeTaHWe OT eKCMEPTHU MHEHWst ¢
MOZENHO npeAcTaBsiHe B MoOAXoAslia cpefda 3a aHanua. ManonaeaHu 6sixa TpU aHKETHU
npoyyBaHnsa, Ha ocHoBaTa, Ha KkouTo 6e cb3gageH cuctemeH mopen B cpepata |-SCIP-SA
(Minchev & Petkova, 2010), geTtainuavpaHu no-gony.

Han-o6wwo, noTpebuTencknte akTMBHOCTM (OEWHOCTU) B couManHuTe Mpexu moraT ga ce
rpynupaHy/ OKOMo CLEeHapuu 3a: perynsipHo cbpdupaHe, 3abaBneHuss 1 coumaneH WHXeHEepPUHr
(MuHyes, 2012).

B Ta3u Bpb3ka Lie OTOENEXMM U YCTOWYMBM TEHAEHUMM B MPOrHO3UTE 3a BakHOCTTa B
OWUIMTanHOTO O6LECTBO HA COUMANHUTE MPEXW, COLUMAIIHUS WHXEHEPUHT U NIUYHOTO
NpOCTPaHCTBO 3a MOTpPebuTenute, KOMTO ce MOTBbPXAABAT B peauua nybnvkauum no temata
(Balzarotti, Markatos, Minchev, et al, 2013, Minchev & Boyanov, 2014, Balzarotti, 2014).

Mpepsua dakta, Ye 3a CbBKYMHOTO M3criedBaHe Ha TpuTe AeHOCTM e Heobxoaum
obeanHsBall, cuCTEMEH MOAen, 3a HeroB ynpaensBaly, daktop 6e nsbpaHo ,MynTUMEAUAHOTO
cbabpKaHue® (bosHoB, MuHuyeB, BosiHoB, 2013). To e 6oraT M3TOYHWMK Ha WHdOPMaUWA B
CbBpPEMEHHUTE couuanHu mpexu, usnonssawm Web 3.0 TexHomorum v e 3anasv Tasu
TeHOEHUMS C BbBeXaaHeTo Ha 4G pelueHns B MobunHute cmapT yctpoincTea (bosiHos, 2014). OT
Apyra cTpaHa HeroBOTO BMUSIHME Ce OLEHsiBA OT HAKOW aBTOpM W KaTo ,AurvTanHa ppora“
Bnusielwa Ha nogpacteawmte (Singel, 2010), KoeTo ro npasu 3Ha4YMM, MNOTEHLMANEH U3TOYHUK Ha
knbep 3annaxv 3a notpebutenure.

JonbnHuTenHo, npe3 2013 r. n 2014 r., CbBMECTHUAT LEHTBP 3a 0byyeHne cumynaumm u
aHanua, opraHvavipa ABe aHKeTHW NpoyYBaHns CBbpP3aHu ¢ TemaTa.

MbpBOTO M3cneaBaHe (M3rOTBEHO B MOAKPena Ha npoekTa 3a HauuwoHanHa ctpaTerusi no
knbepHeTnyHa curypHoct Ha P Bbnrapus, 2013), ce oTHacsiwe A0 TEHAEHUMUTE BBbB BIUSIHUETO
Ha yeb TexHonmorMute BbPXY PasnMyHU COUMAariHM HanpasreHus Ha AUrMTanHoTo obLiecTBo 1
obxBallawe 150 HauMoHanHM 1 MexayHapoaHu ekcnepTu. BTtopoto nacnegsaHe ot 2014 r. 6e 3a
MyfTUKpUTEPManHa oueHka Ha kubep 3annaxute B coumanHuTe Mpexu u obxsawawe 75
ekcneptn. O6obLLeHus oT u3cnefBaHusATa, nybnvkyBaHu Hakpatko B (Munues, 2013, Minchev,
2013, Minchev & Kelevedjiev, 2014) ca noka3aHu Ha dur. 1.

Pesyntatute, nokasaHu Ha dur. 1 (a), M3non3ear LBETOBa ckana oOT 3efleHO KbM YepBeEHO,
npes3 XbNTo, NoKa3Balla 3acurnBaHe Ha OafdeHO HamnpaBfeHuWe B MOCoKa KbM YEPBEHWUS UBAT U
CbOTBETHO — OTcnabBaHe, B MOCOKa KbM 3eneHus LBAT. M3anon3BaHeTo Ha CUH UBAT, OTpassBa
HanMuMeTo Ha HeonpeaeneHocT. BpemeBUSIT XOpPU3OHT Ha mM3creaBaHeTo € MNeT roguHu - Ao
2018r.
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Obpasosanne

TexHonoma/Hanpasnexme | [paxaaHcko
00wecrso

baHkupaxe
1 GUHAHCH

[lbpkasHo
ynpasnenue

Kputnuna
HHOPACTPYKTYPA | TEXHOAOTUU

Web 1.0
Web 2.0/ Web 3.0
Web 4.0
Web 5.0

(a)

Threat/Area Human Factor | Digital Society | Governance Economy New Technologies | Environment of Living
Social Engineering
Malware

Spam & Scam
Multimedia I nfluences
Espionage & Privacy

(©)

Que.1. O606weHUsT Ha MyJIMUKpUMepuaaHU aHKemHu npoy4YyeaHusi Ha meHoeHyuume b8
eslusiHUeMo Ha yeb mexHoJsio2uume 8 bPXy pas/IuYHU coyuasHu HanpasJieHus1 om pa3eumuemo Ha
duezumanHomo ob6ujecmeo 3a 2013 2. (a) u kubep 3annaxume e coyuanHume mMpexu 3a 2014 2. (6).

3a Web 2.0/Web 3.0 TexHonorummte, M3non3BaHW B CbBPEMEHHUTE COLMANHU MPEXMU,
NPOrHO3NTe Ca KPUTUYHM MO OTHOLUEHME W Ha LIecTTe M3cneaBaHu HanpasneHus (,[paxagaHcko
obuiectBo”, ,BaHkupaHe n duHaHck, “ObpxaBHo ynpaeneHue”, ,KputnyHa uHgpacTpykTypa®,
,HoBu TexHonornn®, ,O6pasoBaHne”). OyakBaHuTe Obaewm 3annaxu oT Web 4.0/Web 5.0,
hokycupaTt B HeonpegeneHocT: ,baHkupaHe u duHaHen® u ,Hoeu TexHonormn“. Tesn nporHosu
oTunTaT pakTa, Ye ce o4akBa HoBWTe yeb TexHONornu Aa HaBnsa3aT B AUIMTANHOTO O6LLECTBO Ha
21 Bek, cnep He no-marnko ot gecet roguHu (A Digital Agenda for Europe, 2010).

Tyk € BaXHO fa akueHTupame Bbpxy ,KputuyHata mHpacTpykTypa“, kato enemeHT oT
KOMYHMKaLMOHHaTa M MHAOPMaLMOHHaTa MHAPACTPYKTypa, KOATO 3amnasBa cBOsTa OLeHKa 3a
Lenusa NporHo3eH nepuog. B Tasn Bpb3aka Le cnoMeHeM U MOAeNHOTO n3creABaHe Ha npobnema
B cpepgata I-SCIP-SA (Minchev & Petkova, 2010), no OTHOLIEHWE Ha W3MON3BaHETO Ha HOBUTE
MKT 3a nopobpsiBaHe Ha CbBpeMeHHaTa cpefa 3a rpaHWyHa KuMOep CUrypHOCT, KOEeTo
noTBbpKAaBa HanpaBeHaTa knacudpwukaums 3a ,KputudHata MHEpacTpykTypa“ OT CUCTEMHa
rnefHa TouYka U HEMHOTO 3Ha4YeHWe KaTo U3TOYHUK Ha CKpuTK knbep 3annaxu (Minchev, 2013).

OueHaBaHeTO Ha KMbep 3annaxvTe B coumanHute mpexu (Bx. dur. 1 (6)) 6e n3sbpLUEeHO B
wect HanpasneHnusa (“Human Factor” — ,Yosewkun daktop®, “Digital Society” — ,OurutanHo
obwectBo”, “Governance” — ,[bpxaBHo ynpasneHue“, “Economy” - ,MkoHomwuka“, “New
Technologies” — ,HoBu TexHonorun“ n “Environment of Living” — ,Cpena Ha obutaHue®), kato ca
noeHTuduumMpann net obnactn kato M3TOYHUK Ha 3annaxu (“Social Engineering” — ,CouunaneH
WHXeHepuHr, “Malware” — ,3nospegeH codtyep”, “Spam & Scam” — ,Cnam/Ckam", “Multimedia
Influence” — ,BnusiHue Ha myntumepusata“, “Espionage & Privacy” — lUnnoHax u nunyHo
npocTpaHcTBO®). Mianon3saHa e TpucTeneHHa LseTHa ckana (Xb/s1mo — ,BUCOKO", YHeP8EHO — ,MHOIO
BWUCOKO", CUHbO — ,HeonpeaeneHo").
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Kamo o06obweHue om Oeeme u3cnedsaHusi 3a ,BnusHue Ha mynmumedusma®,
L,CouuanHus uHxeHepuHe" u ,LLnuoHax u NU4YHO npocmpaHcmeo”, Moxem 0a omyemem, 4ye ce
3anasga meHOeHYuUs 3a ,8UCOKa“ U ,,MHO20 8UCOKa" 3Ha4YUMOCM 3a 8CUYKUME wWecm HarnpasieHus
Ha oueHka 3a crnedsawume rnem 200uHU 0o 2018 2. 3a ecuyku u3cnedsaHu obracmu Ha
passumue 8 OuasumanHomo obuecmeo. 3a HsSKoU om HarpaeseHusima, oueHsieaHume Kubep
3annaxume ca KracuguyupaHu kamo HeornpedeneHu om yyacmeaujume ekcriepmu.

[pyro n3acneaBaHe, BkoYBaLLO okyc-rpyna oT obwo 37 aHkeTupaHu nvua (28 momyeTa
1 9 MoMu4yeTa Ha cpefgHa Bb3pacT 15,6 roanHu, y4eHuum - reimbpy OT rTMMHa3snanHarta opma Ha
o0yyeHve), gonbriBa M3NOXEHOTO MO OTHOLIEHME Ha 3HaYeHUeTo Ha MynTumegusTa. To ce
oKkycmpa BbpXy MynNTUKpUTEpUAriHa OLEHKa Ha M3GpaHu NOMynsipHW UIpW, KaTto eneMeHT Ha
MynTuMeguaTa, B coumanHata Mpexa Facebook (dur. 2). Ta 6e u3bpaHa, npeaeva
usknountenHata cu nonynsipHoct (Top 15 Most Popular Social Networking Sites, 2014), B T.4. 1
cpep 250 6bnrapckute notpebutenu (Minchev & Feimova, 2014).

100
80
60 M Farm Villle
40 H Kings Road
20 ]
0 i Mafia Wars

M Happy Pets
M Angry Birds

@uz.2. 0606ueHU pe3ynmamu, 8 MPOyeHMu, om aHKemHo rpoy4eaHe 3a muna
u npednoYyumaHusima Ha nompe6umeJsicka ¢poKyc-2pyna u usbpaHu nonyasspHU uzpu
8 coyuanHama mpexa Facebook.

OT npefctaBeHuTe pesynTaTh crTaBa BuAHa 3acuneHata MNOMNynspHOCT Ha urpute 3a
3abaBneHvne cBbp3aHu ¢ Hacunue. BescnopHo, oTnuueHn ca Angry Birds, Mafia Wars u Kings
Road. N36paHnTe oueHbYHM HanpaBrieHusi ca CBbp3aHu C TUnoBeTe Ha wrpaTta (,CTparterus —
“Strategy”, ,3abanenue — “Entertainment”, ,Kbcmet" — “Chance”, ,Ponesa“ — “Role”) n oueHkute
3a ,Mpeanountanusa” (“Preference”) n ,ArpecusHocT” (“Aggression”). Tasum TpeBOXHa TeHAEHUMS
Nno OTHOLLEHME Ha arpecusiTa, kaTo NpeanoynTaH TMn urpyu Npu nogpacTtealuuTe, ce NOTBbPXKAaBa
W OT Aapyru nscneaBaHmsa B obnactra (Bavelier et al, 2011).

MpenBua M3NOXeHOTO OOTYK, C W3MNON3BaHe Ha f[aHHUTe OT Te3n uscneaBaHusi Ge
cb3fageH cuctemeH mogen (dur. 3) B cpepata I-SCIP-SA (Minchev & Petkova, 2010) 3a oueHka
Ha Bb3AEWCTBMETO Ha MyNTUMEAMNHOTO CbAbpXaHue B coumanHuTe mpexu (Minchev & Feimova,
2014, Minchev et al, 2014).

Bcuykm obGektn B cuctemaTta ca CBbp3aHu npeTerneHo (obektuTe ca O3Ha4YeHu CbC
3a06M1eHN, MMeHyBaHV NPaBObLIbLAHWLN, BPB3KUTE C €4HO- U [ABY- MOCOYHWU CTPEnkW, a TexHuTe
aTpnbyTm — C eTuKeT B XbMATO, 3@ TernoTo Ha Bpb3kaTa M B CUMHLO 33 BpeMeTpaeHeTo Ha
pasrnexgaHeTo Ha Bpb3kaTa, 3a HacTosiWMs cryyan; B npeanoxeHus mogen, 1o e ,,0%, 3awoTo e
pasrnefaH CTaTU4HO, 3a OLeHKa, KaTo TO3M BbMPOC LWe 6bae anckytupaH no-gony). N3bparu 6sxa
wecTt arperupaHu obekta: ,MyntumeauiiHnm pecypcu” — “Multimedia Resources”, ,CmapT
ycTpovictea® — “Smart Devices”, ,Counantuu mpexu” - “Social Networks”, ,Yoewwkn caktop” —
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“Human Factor”, ,CmapTt cpega“ — “Smart Environment”, notpeburencku ,AKTUBHOCTV CBbp3aHu

cbc 3abaBneHus” — “Entertainment Activities”.
TS S

Human Factor o

Sacial Networks

: : : :

] 3D Sensitivity Diagram ==

Legend

2 Human Factor55.70-15
3 Entenainment Activities: 75,4035
4 Smart Devices 65.85.-20

5 Social Networks:0065,15
3 Smant Envicement 40,355

Influence Simulation (6)

Dependence
Sensitivity I Zoond coo@OMm

@uz.3. CucmemeH modern (a) 3a oyeHka Ha e b3delicmeuemo Ha MyamumeduiiHomo cbObpKaHue
8 coyuasHume Mpexu u duazpama Ha YyecmeumenHocmma (6) e cpedama I-SICIP-SA
(Minchev & Feimova, 2014, Minchev et al, 2014).

Pa3npeneneHneTo Ha obekTuTe B Mofena e npefctaBeHo rpaduyHo, B 3D [dekapTtoBa
KoopAMHaTHa cucTeMa, HapeyeHa auarpama Ha 4YyBCTBMTENHOCTTa (OTYaCTW OCHOBaHa Ha Tasw,
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nybnukysaHa B (Vester, 2002, Bx. ®dur. 36), Ha GasaTta Ha HOpmanu3avpaHuTe CTOMHOCTU 3a
wHTepBana [0,1], uspaseHn B npoueHT Ha npaeata (,BnusHue” (Influence) — x) n obpatHaTa
Bpb3Ka (,3aBucumoct” (Dependence) — y) mexay obekTuTe.

AbcontoTHaTa pasnvka Mexay Tesu ABe CTOMHOCTU ce AedmHupa KkaTo ,YyBCTBUMTENHOCT” 1
e npeacTaBeHa, KaTo z-KOOpAMHaTa OLBeTeHa B YepBeHo. TS Cblyo noapasgens obekTute Ha
aKTUBHU (OUBETEHM B CBETNO cuBo, >50% oT nHTepsana [0,1]) n nacueHu (< 50 % oT MHTepBana
[0,1], ouBeTeHM B TBMHO CUBO), MO 3af4afeH rpaHUYeH Npar 3a BCEeKU OT CeKTopuTe Ha
avarpamMara.

Cnopepn ouBeTABaAHETO Ha cekTopuTe B [lnarpamara Ha YyBCTBUTENHOCT U CbOTHOLLEHMETO
,BIMUSHNE/3aBNCMMOCT” ca onpefeneHun criegHute knacoBe obekTu: 3eneH — OydepHu; XbnT —
KPUTWYHU; CUH — MacuBHU; YepBeH — akTMBHW. KaTo nopg ,akTtmBHW™ U ,nacuBHM” 0BeKTU ce uma
npeaBug TAXHOTO KrnacuduvumMpaHe OT M. T. Ha YNpaBleHWEeTo, T.e. aKTUBHUTE Ca AMPEKTHO
ynpasnsiemMu, OKaTo NpU NACUBHUTE - YyNPaBNEHUETO € KOCBEHO.

Kakto ctaBa BugHO oT dur. 36, kaTo aKTUBHM M MPSIKO yNpaBnsieMu ca knacuduumpaHi
obekTute ,AKTMBHOCTU, CBbp3aHu cbC 3abaBneHus” (Entertainment Activities, z=35) — 3; nacuBHu
M KOCBEHO YNpaBnsieMu, T.€. KpUeLLm CKpUTK onacHocTu ca: ,Myntumeamintm pecypcu” (Multimedia
Resources, z=-20) — 1.

Obektute ,Hoselwkn cdakrop® (Human Factor, z=-15) — 2 n ,Cmapt yctpoictea“ (Smart
Devices, z=-20) — 4 ca KpUTUYHK 1 KOCBEHO ynpaBsnsemu, a ,CoumanHu mpexn” (Social Networks,
z=15) — 15 — KPUTUYHM ¥ NPSIKO ynpaBnsiemu.

O6ektbT ,CMmapT cpega“ (Smart Environment, z=5) — 6 B mMogena e onpegeneH kaTto
bydepeH.

MpeaBna ekcnepTHUSE XapakTep Ha NOMy4eHOTO pa3npeaeneHve Ha obekTuTe B MoAdena 3a
OLeHKa Ha BbL3AENCTBMETO Ha MyNTUMEAWNHOTO CbAbPXaHWe B COUMANHUTE Mpexu, Le
otbenexum, vye cpepata I-SCIP-SA nossonsiBa U 3agaBaHe Ha CTOMHOCTWUTE 3a ,BnusiHne” u
,3aBMCUMOCT” 1 KaTO MacuB OT JaHHW WU HEroBOTO AMHAMWYHO cumynupaHe. Mpexoaute mexay
oTaenHute CTOl7IHOCTI/I, efnieMeHTn Ha MacumBa Morat Aa 61;,an anpokCUMmnpaHn C pasnnyHu
dyHKUMM (Hanpumep: NUHeNHa, eKCroHeHuuanHa, s-obpasHa 1 T.H.) U NpeAcTaBeHn AUCKPETHO
(Naim & Towill, 1994).

T kaTo nogobHO cumynupaHe daBa fdocTa CybekTMBHa OLeHka 3a 3HayMmocTTa Ha
naeHTMdnLMpanHnTe Knbep 3annaxu B counanHiTe Mpexu, Manonssaxme camo Herosata 6asosa
KnacuduvKaums 3a 3HaYMMocTTa Ha MynTUMeaMsiTa, KaTo M3TOYHWMK Ha CKpUTU kubep 3annaxw.
MoTtpebuTtencko BanuaupaHe, MO OTHOLUEHWE Ha pearnHo BRUsiHUE Ha MyNTUMEAUsTa BbpXy
yoBeLukusi hakTop, 6e M3BBbPLUEHO Ype3 cepusi PM3NONOTNYHN EKCNEPUMEHTU 38 MOHUTOPUHI Ha
LieHTpanHaTa 1 nepudepHaTa HepBHa CUCTEMA, BKI. U C AOMbIIHATENHA CTUMYNaLMS.

B cnepnBalums naparpad Tasu YacT oT U3cneaBaHeTo we Gbae no-4eTannHo npeacTaBeHa.
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2. EKCTIEPUMEHTAJIHO BAJIMOUPAHE HA
TMOJIYHEHUTE PE3YIITATU

PeanusvpaHeTo Ha eKCNepUMEHTaNHO BanuaupaHe Ha MoMNyyYeHUTE MOZENHW pesynTatu
ce u3BbpwU Ha 6GasaTa Ha (HPU3MONOTMYEH MOHUTOPUHI Ha POKYC FpynuM OT Yy4YacTHULM-
nobposonuw.

Te nonbfiBaT 3agb/KUTENIHO MH(OPMUPAHO CbrNacMe 3a y4acTue B M3criedBaHusiTa.
MopbpaHu ca cucTeMHu NoTpebuTenu (B T.4. U reliMbpu) B COLMANHUTE MPEXW, 3a NEpPUOA OT Hag
[BEe roAnHU, N0 TEXHU AaHHW.

CamnTe eKkcnepuMeHTU ce TnpoBexaaxa B oOpraHuavpaHa MobunHa na6opatopusi
(n3rpagenHa no npoekt AMY 03/22 (DMU_03_22 Project Web Page, 2011)) 3a nonuduavorpadckm
MOHWTOPUHT Ha MO3b4YHa aKTUBHOCT, CbpAEYEeH pUTbM, KOXHO-ranBaHU4YHaTa peakuus,
TeMnepaTtypa Ha TANOTo, AMHaMMKa Ha CTOEXa W C Bb3MOXHOCT 3a pasnuyHW TUMOBE ayamo-
BM3yarnHa CTUMynauus, B T.4. U EHTPENHMBHT.

A) U3CJIEOBAHE HA E®EKTA OT MNOINYIIAPHA UTIPA
B COLNATIHUTE MPEXWU INPU 2D/3D BU3YAJTIN3ALINA

Bce no-mawabHoTo HaeBnusaHe Ha 3D Bu3yanu3auusTa B CbBPEMEHHUS MYNTUMEOUEH K
revimbpckn ceaT (Trends in Video Games and Gaming, 2011), HM Hakapa ga wscnegBame
Bb3AENCTBNETO 1 BbpXY NoTpebutenute n B coumanHmte mpexu (Minchev, 2013).

M3nonssaHa Gewe cokyc rpyna ot 25 nuua - fobposonum (23 MbXe U 2 XeHu, Ha Bb3pacT
oT 36 roguHn = 3) u 3anuc Ha cnoHTaHHa EEI no Bpeme Ha 3abaBneHue c urpata Angry Birds B
coumnanHata mpexa Facebook.

O6Lara ekcnepumeHTanHa pamka (MuHyes, 2012), e npefctaBeHa Ha dur. 4:

Exploration Environment

Stimulation PC

EEG_ ﬂ E Volunteer
recording

Data PC

Que. 4. Obwa ekcnepumMeHmarnHa pamka 3a uscnedeaHe EEI
duHaMukama npu u2pu e coyuasHume Mpexu.
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Kakto e nokasaHo Ha ®ur. 4, ekcnepyMeHTanHaTa paMmka BKIoYBa:

(i) Monutop - Monitor (u3nonssaH 6e IPS LG D2343P ¢ 3D dyHkumsa, obopyasaH ¢
nacvBHU o4una);

(i) CumynaumoHeH komnioTbp - Simulation PC (n3nonssaHa e paboTHa cTaHuus Intel®
Core i5, 6 GB 1600 Mhz RAM ¢ NVIDIA 2 GB DDR3 kapTa, cBbp3aHa ¢ LG moHuTOpa,
nocpeacteom HDMI nHTepdeiic 3a MakcuMarHo Ka4ecTBO Ha M306paxeHneTo);

(iii) EEr sanuceawa cuctema — EEG recording (Nation 7128W — C20, Kutai, koato
nossonsea 6e3xunyHa paboTa, T.e. NpegocTaBsa oTHocMTeNHa cBobofa Ha ABWKeHUsATa
Ha u3cneasaHuTe nuua). 3anMcute OT U3cneaBaHeTo 6sxa MOHUTOPUPaHU B pearnHo
BpemMe n cbxpaHeHun B nanton HP8220 ¢ Windows XP (13ncksaH OT cneuunanunanpaHuns
copTyep Ha npoussoguTens Nation). ManonaeaHo 6e 16 6utoso AL (ADC) c yecToTa
Ha cemnnupaHe — f; = 512 Hz.

3a npoBexaaHe Ha eKcrnepuMEeHTUTE u3nonsBaxme paboTHa maca, yaobeH eproHoMUYeH
ocbuc-cTon (3a NocTaBsiHe Ha NOAONMUTHUTE NULA B CEAsLLA NO3ULMS), KbM KouTo Gelle fobGaBeHo
obopyaBaHeTo oT MobunHaTa nabopaTopusi.

MonuTopupaHn u 3anucBaHu 6sxa wect oteexaanus (F3, F4, C3, C4, P3, P4 no
cuctemata Ha [bkacnep (Niedermeyer & Silva, 2005)) nocpeactBom enektpoan Ag/AgCl,
nnacTMyHa MOHTaXHa Kacka W crneuuanusupaHa enektponposoauma nacta Ten20 Conductive.
PedepeHTHUTe enektpogn A1, A2 Gsixa nocTaBeHM CTaHOAPTHO — Ha ,processi mastoidei“ Ha
nvuaTa, Ha KOMTO Ce M3BbPLUBAT EKCMEPUMEHTUTE, a 3a3eMsBaLLMS ENEKTPOA - Ha TEXHUTE Yena
(8. dur. 5).

Que. 5. O6wo npedcmassiHe Ha ekcriepuMeHma 3a u3scriiedeaHe EEI
AuHamukama npu uzpa e coyuasaHume MpPexu e peasiHu ycrio8us.

EkcnepumeHTanHute cepum 6sixa ¢ BpemMeTpaeHe OT Mo Tpu MuHyTHU 3a 2D u 3D
MoJarnHocTMTe Ha Busyanusauus. o Bpeme Ha Te3u cepuu, gobposonuute urpasat on-line Tpu
HMBa Ha nonynsipHaTa Angry Birds Star Wars Ha Rovio® (Angry Birds Web Page, 2013) npes ceos
Facebook noTtpebutencku npodun. Beuukn 3anmcu 6sixa HanpaBeHy Npy U3KIMKYEH ayamo curHan
B HOpMarnHu paboTHu ycrnosusi n ceasiwa nos3vums. MHTepdeichbT 3a ynpaBneHue 6e orpaHuyeH
1o aBy6yToHHa onTuuHa Muka Creative® cbe ckponep.

EEl sanucute 6sxa cenektMpaHu, 1 camo Tesun, 6e3 sHauumm aptedaktv, 6saxa ns3bpaHu
33 no-HataTbliHa o6paboTka, nocpedcTBoM uudposa unTpauus. ManonssaH Gewe neHToB
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uNTbP Ha BbTbEPYBLPA CbC CTpBMHOCT 12 dB/oct M HyneBn n3MecTBaHWs Ha hasaTa 3a cnegHuTe
yeTmpu YectoTHM ananasoHa (Niedermeyer & Silva, 2005): Teta (4-8 Hz), anda (8-13 Hz), 6eta
(13-30 Hz) n rama (30-70 Hz). JonbnHUTENHO MpEXOoBUTE nyncauum 6saxa NoaTUCHATU C HOY
unTbp Ha Yebuwes cbe cTpbMHOCT OT 18 dB/oct n YecToTHA NeHTa Ha noTuckaHe 45-55 Hz.

Mopagn BucokaTa CTpbMHOCT Ha [ABaTa duntbpa (12dB/oct n 18 dB/oct), Te 6sxa
NPUNoXeHu noeTanHo, Ypes punTpu cbc cTtpbMHocT 3 dB/oct.

Monyyennte EEI 3anucu (curHanu) 6sxa noanoxeHu Ha rnocrnefpall cnekTpaneH aHanus
3a onpepgensiHe Ha OTHocuTenHusa cnektbp Ha Pypue (Mina, 2009) 3a YeTnpu n3bpaHn YeCTOTHU
OuanasoHa: TeTa, anadpa, 6eta u rama, cboTBeTHO nNpu 2D u 3D 3putenHun Busyanusaumm
(mopanHocTn). PesyntatuTe 65axa ycpeaHeHu 3a Boudkute 25 yyactHuum. Benyku o6paboTtkm 6axa
M3BbPLLEHW, MOCPEACTBOM crieumanusupan codtyep B cpegarta Matlab R2011b.

Ha ®ur.6 ca npeacraBeHn o6o0LLeHUTE pe3ynTaTv OT M3credBaHeTo Ha wurpata Angry
Birds, npu usnonssaxe Ha 2D (a) n 3D (6) Busyanusauum 3a EEI otBexxpanusTa: F3, F4, C3, C4,
P3, P4.

Kakto ce Bmxga oT dur. 6, npu M3non3saHeTo Ha cTaHaapTHa 2D Busyanusaums, ce
HabnopgaBa npeobnagaBawo HanuyMe, B OTHOCUTESNHWS CMNEKTbp, Ha rama auanasoHa, B
cpaBHeHue ¢ To3u npu 3D.

MpuHumnHo Wwe otbenexuMm, vye Te3n 8-10 % pasnuuma B rama guanasoHa, ca SICHO
OTNNYUMM Ha poHa Ha 1-2 % B ocTaHanuTe, U3crnefBaHn YeCTOTHU agnanasonn Ha EEl cnektbpa.

lMony4eHume pe3ynmamu 3a EEI cnekmbpa, no omHoweHue Ha 2ama Ouarna3oHa, ca
MPUHYUMHO C8bP3aHU C U3MbiIHeHUemo Ha momopHu 3adayu (Niedermeyer & Silva, 2005), HO
rnosuweHa 2ama akmusHocm ce Habndasa u npu ynompebama Ha HsKou 8ud08e HapKOMUYHU
sewiecmea (Gunkelman, 2009). lNpeduwHu exkcriepumeHmu 8bpxy Opyeu MOMy/ssPHU u2pu om
coyuanHume wmpexu (Pets u FarmVille), no cvwama memoduka 3a 2D eusyanu3auyusi, He
rokassam rnosuwieHa eHepaus 3a crekmbpa Ha 2ama Ouarna3oHa (Munyes, 2012). Te obaue He ca
onpedenaHu om nompebumeniume kamo 0CObeHO xapecsaHu U 8 msix Hima 0eliHoCmu, C8bp3aHu
c agpecusi.

Toea Hu roseorsnisea 0a UsKaxkeM xuriome3ama, Ye e ycrmaHogeHa KonudyecmeeHa MspKa,
rnokaseaw,a fpuyuHama 3a ceoeobpasHo npucmpacmsigaHe KbM u3sciiedgaHama uepa, Kosimo e
UBKITIOYUMEIHO ronynsipHa (KbM MOMeHma ¢ Ha0 0ecem munuoHa nompebumenu — The Top 25
Facebook games Page, 2013) u e docmbrHa 3a MHOXeCm80 U pasfiuyHU cMapm ycmpoticmea u
nnamepopmu (Windows, Android, OS). LLle ombenexum, 4e HsKOU aemopu omHacsm rnodobHuU
mebpleHUsi KbM cehepama Ha ,0ueumanHume Hapkomuyu“ (Guma, 2013). Om dpyesa cmpaHa
npunazaHemo Ha 3D o4una npemaxea mo3u eghekm, HO € C8bP3aHo C rosieama Ha a2nasoborsnue
npu no-npoodb/mKUMETHO HoceHe (Had 30 muHymu, crioped ycmHume Ooknadu Ha u3credeaHume
dobposonyu).

Mo omHoweHue Ha uU3MOYHUYUMe Ha Kubep 3annaxu, 3a nompebumenume ce
nomewbpx0aseam emMnupudHo OaHHUmMe om Moldena 3a u3credsaHe 6USHUEMO Ha
mynmumedusima (U 8 YaCmHOCM 3a HSKOU U2pu Kamo HeuH enemeHm), onpedensaw, s kKamo
CKpUM U3MOYHUK Ha 3annaxu (ex. ®ue. 3).

C ornepf Ha BeYe eKCrepyMEHTarHO YCTaHOBEHOTO HEraTWBHO Bb3LENCTBME OT CTpaHa Ha
urpoBata BW3yanHa CTUMyrnauusi BbpXy MO3byHaTa akTMBHOCT B rama AauanasoHa npu
noTpebuTENUTE B COLMAnHUTE MPEXM, PELUMXMe Aa u3cneaBaMe U edekta OT npunaraHeTo Ha
perynspHu n MoaudvuMpaHn ayamo CTUMYNW BbpXy nuua-4o6poBonum.
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@ue. 6. Peaynmamu om u3cnedeaHemo Ha uzpama Angry Birds npu 2D (a) u 3D
(6) susyanusayuu 3a EEI" cnekmbpa u omeexdaHus: F3, F4, C3, C4, P3, P4.
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b) U3CJIEABAHE HA E®EKTA OT AYNO CTUMYITIALINA
YPE3 NoOnyIJisaPHU MENIognn

M3cnepBann 6sixa 15 3gpaeu nuua-gobposonuy (cpegHa Bb3pacT 30 roguHm = 3; 10
MbXe M 5 xeHn). MNpunoxeH 6e MOHUTOPUHI Ha KOXHO-ranBaHuyHata peakuusi (KMP) upes
CTaHOapTHO ABYENEKTPOAHO pelleHne Ha Mind-Reerction©, No3BONABALLO eNacTUYHO 3akpernBaHe
B obnacTtTa Ha npokcumanHute danaHrm Ha pbkaTta. ObLiaTta ngea Ha ekcnepyMeHTanHaTa pamka
1 0606LeHn pesyntaTu e npeactaeseHa B (Minchev et al, 2014) n e nokasaHa Ha dur.7.

SONY Xperia® s tablet
SGPT 1311

auditory
stimulation

Mind-Reflection®
GSR equipment for VERIM

Stimulation Software Asus Zenbook UX31E
(David Deight Plus Relaxation
audio stimulator of Mind Alive Inc)

Que. 7. EkcnepumenmanHama pamka 3a uscnedeaHe Ha MY3UKaJlHU cmumynu
4ype3 nompeéumem:Ku MOHUMOPUH2 Ha KO)XHO-2aJjieaHU4YHama peakyus.

KakTto e BugHO oT ®ur. 7 ekcnepvMeHTanHaTa paMmka, BKoyBa:

- CneuuwanusupaHa anapaTypa 3a UW3MepBaHe, MOHWTOPWHI W 3anuC Ha KOXHO-
ranBaHuyHaTa peakumsi, Npou3BoacTBO Ha Mind-Reflection® GSR, EC;

- Yntpabyk Asus Zenbook® UX31E 3a Bpb3ka C anapatypata npe3 USB un codtyep
VERIM® Lab Light;

- Tabnetr SONY Xperia® SGPT 1311 3a notpe6uTencku [OCTbN [0 My3uKanHuUTe
CTUMYNW;

- CTumynauvoHeH codTyep, WHcTanupan B David Delight Plus® ayavo-suayaneH
6uocuiiabek cecreH cTumynarop;

- Pytep D-Link DIR 600 3a ocurypsiBaHe Ha 3awwuteH 6e3xunyeH goctbn Ao VHTepHeT
NPOCTPaHCTBOTO M CUHXPOHU3aLMA 32 Ha4ano u Kpan Ha ekcriepuMeHTa no Bpeme.

EkcnepumeHTbT o0OxBallalle 3BykOBa CTUMynauusi B yaobHa cepgswia nosvuusi C
NnoAnpeHu, noymBally pble Bbpxy pabotHaTta maca (Bx. dur. 8). MNogobHo Ha (Liu et al, 2011)
6sixa nogbpaHu [OBe MOMyNsipHW MENOAWU CbC CpeaHa MpoabiKMTENHOCT oT 180 cekyHau.
M3cneaBaHuTe eMouUMOHarnHM OTroBOpM, OrpaHMuuMxme [o ,ctpax‘ cbe ctumyn Ghost in the
Machine ot anbyma Dark Water Ha AHpxeno bapanameHTu u ,pagoct‘ — Yeepmrwopama om
onepama Bunxem Ten Ha [xoaknHo PocuHu.
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due. 8. O6wo npedcmassiHe Ha ekcriepuMeHma 3a uscsedeaHe Ha My3uKalHU CMUMYJIu Ype3
nompe6umersncku MoHumopuHa Ha KI'P e peanHu ycnoeus.

[onbnHuTenHo, C uen nOTBbPXAEHWEe KrnacudukaumsTa C HagexgHa craTucTudecka
3HauMMocCT, MernoauuTe 3a ,cTpax” U ,pafocT” 6sixa CpaBHEHU C ayauo CTUMYIIMTE KYyXXeHe Ha
nyenun® (,cTpax, HenpuATHO YycellaHe®) u ,HypynuKkawi MONMHWM NTUYKM® (,padocT, MPUSITHO
ycellaHe", Bb3Npomu3BexaaHn B LMkbn ¢ obla npoabrmxkutenHocT 180 cekyHam) oT International
Affective Digitized Sounds (Bradley & Lang, 2007) Ha LleHTbpa 3a u3cnegsaHe Ha emouunTe U
BHumaHueTo, CALL. [aHHute HM 6Gsixa npegocTaBeHW, oduuManHo, 3a HawaTa HayyHo-
n3cneposaTtericka paboTa, oT cTpaHa Ha konerute oT CALL. MNMonyyeHute pesynTtatn HW Aagoxa
Hag 95 % cbBnageHve Ha ABeTe knacudurKauum 3a n3cnegsaHnTe nuua-4o6posonyu.

M3nonasaHnTe Menoaun 6sixa Bb3NPOM3BEXOAHW B CTUMYNALMOHHA Cepusi OT ABE Cecuu
(opurvHanHa v MaHunynupaxa), nocrefoBaTenHo ¢ 60 cekyHaM naysa C TULIMHA Mexay BCSKO OT
Bb3NpousBexaaHusTa.

C uen nocturaHe Ha peanu3bM B EKCIEPUMEHTa U3nosi3Baxme MynTumeauneH yeb gocTtbn
ypes BrpageHoTo npunoxeHue Ha YouTube oT TabneTa n komnnekt crepeo Hi-Fi cnywanku.

MaHunynaumsata 3a Bcska oT menogumTe 6e ocblectBeHa 4pe3 Brain Booster
6uHaypanHa ctumynaums (David Delight Plus Manual, 2014), kakto cnegga: 3a nsBoTo yxo - 14-10
Hz, n 3a gacHoto 19-10 Hz, HacnoxeH BbpXy XapMOHMYEH Hocel, ayaumo curHan upes David
Deight Plus® Relaxation ayauo-eusyaneH ctumynatop Ha Mind Alive Inc., KaHapa, cBbpsaH ¢
Tabneta. M3nonssaHa 6e camo 1/4 oT mM3xogHaTa MOLLHOCT Ha ayauokaHana, ¢ Len 4YacTU4HO
MackupaHe Ha ctTumynaumaTa ¢ opurmHanHata menoauva.

CrapTvpaHeTo Ha cTuMynaTtopa M Bb3Npou3BeXx4aHeTo Ha menoguuTe Ge 3agaya Ha
notpebuTens, a CMHXPOHU3auMaTa No Bpeme n3BbpLuBaxme Ha 6a3a Ha gaHHuTe ot pytepa D-Link
DIR 600 3a goctbn Ao coumnanHata mpexa YouTube.

MonyyennTte 3anucu (curHanu) Ha KIP Gsaxa nognoxeHu Ha nocneppaly dpaktaneH
aHanus 3a onpegensiHe Ha AMHaMuKKaTa Ha pakTanHaTa pasmepHocT Fp no meToga Ha Xuryuum 3a
6uocurHanu, usnonseaH B Apyru nofobHun nacnensanus 3a EEl curHanm (Georgiev, Minchev et al,
2009).

Pesyntatute 6sixa ycpefHeHu 3a Bcuukute 15 yyacTHuka. Bcuukm obpabGoTkm Bsixa
HanpaBeHW NoCpeacTBOM creumanuaupaH codpTtyep B cpeaarta Matlab R2011b.

Ha ®wur. 9 ca npeacTaBeHn ycpegHeHUTe pesyntaTi oT u3cneaBaHeTo.
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Que. 9. YcpedHeHu pe3ynmamu 3a QuHaMukama Ha gppakmasniHama pasmepHocm Fp
no Xuay4u Ha cueHanu om KIP 3a ,,padocm* (a) u ,,cmpax“ (6) e opuauHaseH
(3e/1€HO U CUHbO) U cmuMynuUpaH eapuaHm (4epeeHo).

Kakto ce Bwxga or dur. 9, npu M3non3sBaHeTo Ha AonbnHuTenHa Brain Booster ayauo
ctumynauus (otbenssaHa B YepBeHo, (a), (0)) ce Habnogasa sicHa pasnuka 1 Npu ABeTe MeNnoauu
(,papocT” — (a), 3eneHo; ,cTpax” — (6), CMHBO) 3a LENUa eKCnepMMEHT C NpeanoXeHata Msapka —
AvHaMuyHa dpakTanHa pasmepHocT Fp, namepeHa no metoga Ha Xuryuu (Georgiev, Minchev et
al, 2009).

Kato uano e otbenexum, Ye OTHOCUTENHUTE PasnukM B AMHamukaTa Ha dpakTanHata
pasmepHoT 3a KIP B opurMHanHus u CTUMynNuWpaHua BapuaHT Ha MenoauuTe 3a ,pagoct” u
,CTpax®, N0 OTHOLLUEHMEe Ha TeXHUTE cpeaHu, ca gocta manku - 5 - 8 %.

MpuHyunHo usnonssaHemo Ha KIP, kamo 6uomempuyeH mokazames, 3asucu om
ycrosusima Ha ekcriepuMeHma U MOMEeHMHOMO CbCMOsiHUe Ha uscriedsaHume nuya-0o6posonyu.
Knacu4yeckusm memod 3a He2o80mo rpusiazaHe rnpu udcrnedeaHemo Ha emoyuu, Ype3 rnopeduya
om 8bMnpocu U 0mM2080PU U CPasHEHUe Ha MOHUYHa C xabumyyuoHHa KOXHa nposodumMocm
(Braithwaite et al, 2013) e npakmuyecku mpyOHO nrpunoxum 3a npedcmaseHama
eKkcriepuMeHmarnHa pavka u 3adava 3a udeHmucbukayusi Ha MaHunynayuu e u3criedeaHomo
MynmumeduliHO CbOBbPXaHUe.

lMpednoxeHusm modughuyupaqH memod u aHanu3 Ha KIP e noneseH mbli kamo
demoHcmpupa ycmol4uea pa3nuka 3a Uesnus nepuod Ha ekcriepuMeHmarHume cecuu.

Llle ombenexum, ye NodobHU HenuHelHU u3cnedsaHusi ce cpewam 8 umepamypama 3a
buomMempuYHU MYIMUCEH30PHU cucmemu 8 pasnuyHu cumyayuu (Prati & Batista, 2012, Kaveh-
Yazdy et al, 2012), ekn. u 3a my3ukanHu cmumynu (Makeig et al, 2011).

lMonydyeHume pe3ynmamu Jdasam oOcHogaHue Oa rpuemMeM, 4Ye Uu3ron3eaHemo Ha
OuHamuyHa cppakmanHa pasmepHocm 6 KIP cueHanu cbwo e [oneseH rokasames 3a
Ko/udecmeeHa oueHka Ha eb3delicmeuemo Ha Mynmumedusima ebpxy nompebumenume 8
coyuanHume Mpexu.
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MpeoBug dakta, 4e MyNTUMEOWMHOTO CbAbpXKaHWe Bb3AEeNCTBa Ha CbBPEMEHHUTE
noTpebmTenu B 3Ha4YUTENHO NO-ABLIMM Nepuoay U pasnuyHK cUTyauuu, B criedsawms naparpad
e 6bAaT nokasaHy HAKOW MUMOTHU PEe3yNnTaTh U HACOKU 3a pa3BUTME Ha NpeasiokeHaTa uaes.

B) U3CJIEABAHE HA E®EKTA OT IIPUITIATAHETO
HA AYIWOBU3YAJIEH EHTPEUHMBHT B PA3JINYHU CUTYALIUN

WacnenBanm 6s1xa 7 3gpasu nuua-gobposonum (cpeaHa Bb3pacT 37 roavHu £ 8; 4 mbxe n
3 xeHn). MpunoxeH 6e ayamosusyaneH eHTpenHMBHT (Siever, 2014, Huang & Charyton, 2008)
ypes3 cneunanuampaHa anaparypa n codtyep — David Delight Plus® ayavo-BusyaneH 6uoduinabek
cecueH ctumynaTop. MoHuTopupaHnu u 3anuceaHu 6axa guHamukata Ha EEI (upes Nation 7128W
— C20) n ekckyp3unte Ha OOWMA LeHTbp Ha HansraHeto — OLH (4pe3 HuckonpodunHa
nepgobaporpadpcka nnatdopma Tekscan Evolution®, n3nonsealia pesucTBHa TEXHONOMVIS, B
cbTpyaHmndecteo ¢ TK 02/60 (TK_02_60 Project Web Page, 2010)) B M3npaBeHO MOMOXeHWEe Ha
nuuata gobposonuu.

W3cnensaHeTo Ha ekckyp3uute Ha OLH noctaBa Bbnpoca 3a Heob6xoauMMoOCTTa OT
pasrnexgaHe Ha npobrnema AVHaMUYHO B pasfMyHKM ycroBus. TemaTa e npeameT Ha npoyyBaHe
OT BOAELUM TEXHOMOTUYHU KOMMaHUM, C aKUEHT - HUCKOGHOXKETEH MOHUTOPUHI Ha CMOPTHU
nosegeHyeckn penHoctn (CES Fitness Tech Trends, 2014), kakTo M BbBeXOAaHe Ha
MyNTUMeAUiiHa MHTEPaKTUBHOCT C AobaBeHa u BMpTyanHa peanHocT oT Tuna Google Glasses n
Oculus VR.

B pamkute Ha cbTpyaHudecteo ¢ JPHWM T01/4 (DFNI_TO1_4 Project Web Page, 2012), 6e
pa3paboTeH 1 n3npobeaH NPOTOTMM Ha NEeHTa 3a MynTUMoaaneH GMOMOHUTOPUHT (BX. dur. 10) n
npodwunupaHe Ha obutatenute Ha cmapT cpegaTta (Georgiev & Minchev, 2013, loannidis,
Stamatogiannakis & Petsas, 2013).

®u2.10. M3non3zeaHe Ha ieHmMa 3a nompe6umesicku MynmumodasneH 6UOMOHUMOPUH2
e cmapm cpedama Ha o6umaHue.
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MpunaraHeTo Ha NPEHOCHMW EKCMEPUMEHTANHN peLleHUsl M3UCKBa Cb3[daBaHeTo Ha
npeagapvTeniHa nabopatopHa MeToAonorMyHa pamka u 6asa AaHHW 3a CpaBHEHWE Ha NONy4YeHUTe
pe3ynTaTti, KOETO € MOCOYEeHO B Mocreagallata HM paboTa oT HacTosiaTta Touka, C U3nonsBaHe
Ha abpUyHM TEXHOMOTUYHUN PELLEHUS.

Obwarta wuagesa Ha ekcrnepuMmeHTanHaTa pamka 3a W3crefBaHe Ha BIMSHUETO Ha
MyNTUMEONAHNA (ayamno-BusyaneH) eHTPEMHMBHT (CTUMynaums) Yypes avHamukata Ha EET n OLH
e nokasaHa Ha ®ur.11 (MuHyeB n aTtes, 2014).

Polyphysiograph
David Delight Plus© Nation 7128W - C20
AV Biofeedback Stimulator -

N
i i

. A s

~a ‘
| \ e
\
) o " .

Laptop
Dell Inspiron 7520

Laptop
HP Probook
6570B

Tekscan Evolution©
Pedobarographic Platform

®ue. 11. EkcnepumenmarnHa pamka 3a uscnedseaHe Ha egpekma om npusiazaHemo
Ha ayduoeu3syasieH eHmpelHMBbHM ¢ usmepeaHe duHamukama Ha OLH u EET".

Kakto e BugHo ot ®ur. 11, ekcnepyMmeHTanHaTa pamMka, BKIoYBa:

- TMonudusmorpad Nation® 7128W — C20, Kutaii, koitTo no3sonsiea 6eakuyHa paboTa,
T.e. NpefocTaBsi OTHOcuTeNHa cBoboga Ha ABMXKEHMsITA Ha UW3cnefBaHuTe nvua).
3anucuTte OT u3cneaBaHeTo 6sixa MOHUTOPUPaHU B peariHo BpeMe U CbXpaHeHU B
nanton Dell Inspiron 7520 ¢ Windows XP (13uckBaH OT cneuunanuavpanusi copTyep Ha
npoussoautens Nation). N3nonasaHo 6e 16 6utoso ALIM ¢ YecToTa Ha cemnnvpaHe —
fs = 512 Hz 3a EEI curHanute OT LWeCT oTBexaaHunsa no cucrtemara Ha xacnep 10/20
(Niedermeyer & Silva, 2005).

- TMepoBaporpadicka HUckonpodunHa peancTuBHa nnatdopma Tekscan® Evolution,
no3sonsBalla MOHUTOPUHI, aHanM3 1 3anuc Ha ekckypaumte Ha O6WwmMs LeHTbp Ha
HansraHeTo U HansiraHUATa Ha xoaunaTa, MOCPeACTBOM crneumanuanpaH codTyep Ha
Tekscan u nanton HP Probook 6570B ¢ Windows 7, cBbp3aH npe3 USB nopta kbM
nnatdgopmara.

WWW.Syssec-project.eu 102 January 29, 2015



IT4Sec Reports 115 19

- David Delight Plus® ayavo-susyaneH 6uocuiinbek cecueH CTUMynaTop B KOMMMEKT
cbC cTumynaumoHHu LED ouuna, Hi-Fi cnywanku u cneumanuavpaH codTtyep 3a
Bb3MNpOM3BEXAaHe 1 NporpamMmpaHe Ha CTUMYMaLVMOHHU CECUM 3@ EHTPEAHMBHT.

EkcnepumeHTBT oOOxBaljalle u3MepBaHe, B MW3MpaBeH CTOeX (CMOKOEH W CEeTUBHO
3aTpyaHeH, Ypes 3aTBapsiHe Ha ounTe, BX. dur. 12), Ha auHamukata Ha EEI (ot otBexaaHus: Fp1,
Fp2, C3, C4, O1, O2 n no metoagukaTa, npeanoxeHa B 2.A) u ekckypsaunte B OLIH, koeTo ce
M3BbPLWM Ha Tpu eTtana: npegn u cneg (10 m 30 mwuHyTM) ayauoBu3yneH Brain Booster
EHTPENHMBHT, ¢ NpoabmkuTenHocT ot 20 muHyTH (David Delight Plus, Operator's Manual, 2014).

MpoabmkuTenHocTTa M Ha wectTe usmepsaHusa 3a EEI n OLH e no 60 cekyHau (kaTo
ekckyp3unte Ha OLIH ce uamepBatr B 2 x 30 cekyHau) 3a BCSIKO, a cecuuTe ce pegysat
rocriefjoBaTesiHo 3a OTBOPEHM M 3aTBOPEHM O4M, C LieJ1 ONPOCTSIBAHE Ha EKCNepUMEHTA.

Que.12. O6wo npedcmassiHe Ha eKcriepuMeHma om cecusi o npunaz2aHe
Ha ayduoeu3yasnieH eHmpeliHMbHM (11580) U u3mMepeaHe OuHaMuKkama
Ha EET u ekckyp3uume Ha OLJH e peanHu ycnoeusi (3sicHo).

Mpeasua AbMMKMHATA Ha eHTPEeHMBHT cecusita (20 MUHYTK), TS Ce OCbLLEeCTBsIBa OTAENHO
B yA0GHO cefHarno nomnoxeHuve.

Mony4yennTte 3anucu (curHanu) Ha EEM 6sixa dwmnTpupaHn, aHanuavpaHu U OLEHEHW,
nofobHo Ha 2.A C OTHOCUTENEH CMEKTbP Ha MolHocTTa no Pypue 3a YeTUpu YeCTOTHU
OuanasoHa: TeTa, anda, 6eta n rama. AHTEPUMOPHO/MOCTEPUOPHNUTE NMPOMEHU B EKCKYpP3UUTE Ha
OLH 6s1xa noanoxeHu Ha aHanu3 No MeToga Ha Xuryyu 3a AuHamuyHa, npubnmkeHa oueHka Ha
dpakTanHata pasmepHocT Fp (nogo6Ho Ha 2.6 u Doyle et al, 2004) u nu3cnenBaHu ¢ Bpeme-
YyecToTHa S-TpaHcdopmaums (Stockwell, 1996), nsnonasaHa ycnewHo 3a EEl curHanu (Minchev &
Gatev, 2012).

Pesyntatute 6sxa ycpeaHeHW 3a BCUYKUTE 7 yyacTHUKa. Bcuukm obpaboTku 6Gsixa
HanpaseHW, NocpeAcTBOM cneuunanuavpaH codTyep B cpefata Matlab R2011b.

Ha ®ur. 13 ca npeacraBeHu ycpeaHeHWUTe pesyntaTtv oT uacnegsaHeTo, npeau, 10 n 30
MUHYTW cnep npunaraHeto Ha 20 muHyTeH Brain Booster eHTpelHMBHT cecusita 3a EEl
OouHamukata B C3 u C4 oTBexagaHus.
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20 AHanu3 Ha Kubep 3anaaxume 8 UHMepHem COYUAIHU MPex U ...
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@ue.13. [[pomeHu 8 duHamukama Ha EEI” 3a omeexdaHusi C3 u C4, npedu (A), 10 muH. (B) u 30 muH.
(B) cned 20 muHymeHt Brain Booster eHmpeliHMbHM Npu omeopeHuU U 3ameopeHU o4uU.

Ha ®wr. 14 ca npegcraBeHun S-TpaHcdopmaumss u Fp no Xuryum 3a npomeHute B
aHTEPUOPHO-NOCTEpMOpHaTa AMHaMuKa Ha ekckyp3umute Ha OUH, npean un 10 muH. cneg 20
MUHyTeH Brain Booster eHTpeMHMBHT Npy OTBOPEHU 1 3aTBOPEHN O4M.

KakTto e BugHo ot ®ur. 13, B usbpaHute 3a npeactaBsHe momeHTH (npeau, 10 n 30 MUHYTK
crnen Brain Boooster eHTpeliHMbHTa) M oTBexaaHus, 3a EEI guHamukata ce Habniogasa
YCTOMYMBO YBENWYEHME HA eHeprusita Ha crnekTbpa B 6eTa gnanasoHa (0TOensi3aH B XbNTO) OT
naBo — C3 ¢ 10-12 % npu oTBOpeHn o4u; anda AnanasoHa (0Toens3aH B CBETMO CUHBLO) OT ASCHO
— C4 ce yBenuuasa ¢ 10-15 % npu 3aTBOpPeEHM 041 cres eHTPENHMBHT cecusTa.

M3bpaHnTe OTBEXAAHWA OTYMTAT KaKTO ayAamo, Taka W Bu3yallHUTE CTUMYMauMOHHW
BnuaHua (Niedermeyer & Silva, 2005). lWe otbenexum, 4e wusnonasaHaTa Brain Booster
ctumynaums e wu3bpaHa Ha ocHoBaTa Ha Sterman-Kaiser Imaging Lab (SKIL 3) EEl
KonuyectBeHa 6asa gaHHW 3a HeBpoTpelHuHr (SKIL 3, 2014) n kaTto UANO ce CTPEMU KbM
CTUMyNMpPaHO NOBULLABaHE BHUMAHNETO Ha y4aCTHULIMTE MO BPEME Ha eKCepUMeHTa.

AHTEPMOPHO-NOCTEPUOPHUTE NMPOMEHU B AMHaMUKaTa Ha ekckypauuTe Ha OLIH nokassat
SICHO HamansiBaHe Ha pakTanHata pasmepHocT Fp npu oTtBopeHn ouu, 10 MuH. cneg
EHTPEeMHMBHT cecusita (¢ okorno 7-8%). Tosa craBa BMOAMMO M OT CnekTbpa Ha S-
TpaHcdhopmaumaTa. ObpaTHaTa TeHOeHUMs ce Habnogasa Npyu 3MepBaHUs CbC 3aTBOPEHU 04K,
npeau v crnep cecusTa.

lMonyyeHume pe3ynmamu 3a EEI" cnekmbpa rnokaszgam sICHO U3pa3eHo CMumMyiayUuoHHO
eb3delicmeue Ha ayduosusyarnHus eHmpelHMbHm. Om Opyea cmpaHa, npoMsHama 8
OuHamukama Ha cmoexa, npedcmaseHa upe3 ekckyp3uume e OLH cned cmumynayusima,
npedcmaerisiea opuauHaneH pesynmam, Kolimo npedocmassi UHCmpymeHm 3a udeHmuguuyupaHe
Ha OuHaMu4HU MPOMeHU 8 ro3ama, KOUMmO He ca si8HO OMKpusaeMu pu MOHUMOPUH2 Ha
obxeama Ha ekcKyp3uume Ha OL|H.

WWW.Syssec-project.eu 104 January 29, 2015



IT4Sec Reports 115 21

(6)

0 @) OTBOPEHM 04YY

] W

3ATBOPEHW OYM
(1) w  OTBOPEHW O4M ©
L4 A"y Mean=125 1. ]f'l;u’ Mean=117
W ’ﬂ J Imil“‘* i:d:o.ﬁx ‘: “, I . -0
oW "p‘lw! T o }M Wl'ﬂx A4\ M ! " i Wy,
120y i |\ \ o .,‘ I”# { 'I 6,“ lwl' \
i : 7 in)
o Jf Y \"U \‘ B i JL; .]44/. l |
' 108 __IIW| |1 .
@ ©
) ; WAl " L My \ f s
s [N | | [ ) ‘ 1 i ‘. ] L" { ‘
X ‘ W ; LI LA
H)‘ wl “\“ i‘l'l |l ! i i "“ N b . -
105 |le!‘ i ‘ ! J " ‘\\.w- ‘ H-‘J B AV
l "!;‘l 0 0 0 Nim o) ; 200 ) &¥H : 0 £ ddhm E
3ATBOPEHU O4H

Que.14. S-mpaHcopmayusi (nasen I) u Fp no Xuayyu (naHen Il) 3a npomeHume
8 aHmepuopHo-nocmepuopHama AuHamukama Ha ekckyp3uume Ha OYH, npedu (A)
u 10 muH. (B) cned 20 MuHymeHn Brain Booster eHmpeliHMBbHM MPuU 0MEOpPEeHU U 3ameopeHU oYU.
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22 AHanu3 Ha Kubep 3anaaxume 8 UHMeEPHEM COYUAIHU MPEHU ...

ANCKYCUA

Kamo o06obweHue Ha mnocmusHamume pesynmamu 3a eanuoupaHe Ha aHKemHo
udeHmucghuyupaHume kubep 3arnnaxu, 8 cbyemaHue ¢ ModesiHomo u3criedsaHe Ha rnpobnema we
omb6enexum, 4e udeHmuchuyupaHume s8HU U CcKpumu Kubep 3annaxu e Web 3.0
MeXxHOI02U4HOMO MPOCMPaHCME0, Kopesupam ¢ npoMeHume 8 OuHamukama Ha emouyuume u
nosedeHuemo Ha u3cnedsaHume ¢hoKyc epynu nompebumenu npu U3ron3saHe Ha coyuanHume
MpexXu u cmapm ycmpolicmea 8 CueHapuu 3a: pe2yrispHO cbpgupaHe, 3abasneHusi u coyuaneH
UHXEeHEepUHe.

B rnodkpena Ha nonydeHume pesynmamu, we omberniexum, 4Ye 8 pe3ynmam Ha
MeXHOMo_UYHUSI Mpoepec Ha CMapm ycmpolicmeama € rocoka ,UHmepHem Ha Hewama“
(“Internet of Things”) ce ysenu4yasa npodbmkumenHocmma Ha eb3delicmeue om cmpaHa Ha
Mynmumedusima 8 coyuanHume MPEexXu 3a MHOXECcmeOo U pas3fuyHU ycryeu u cumyayuu om
exedHesuemo. [lpedsud uHOBamuBHUS CU Xapakmep, mosa fomebpxdasa HaiIu4yuemo Ha
HEsIBHO, CKpUMO Hez2amueHO e8b30delicmeue 8bpxXy emoyuume U 1ogedeHuUemo Ha
nompebumenume u Heobxodumocmma om cb3dagaHemo Ha Ho8U MemoOu 3a rosuwasaHe Ha
cuzypHocmma 6 Cb8peMeHHOmMo duaumarsnHo obuwecmso.
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CHAPTER 8. WHEN SMART CITIES MEET BIG DATA

When Smart Cities meet Big Data

by Vincenzo Gulisano, Magnus Almgren and Marina Papatriantafilou

Sharing information is a key enabler in the transition of a city becoming smart. Information,
generated by the ICT backbone of a city, and maintained by distinct public and private entities,
comes with processing challenges that must be addressed in order to increase citizens’ quality of
life and make their cities sustainable. In CRISALIS and SysSec, we investigate such challenges from
a security perspective in order to protect and enhance smart cities’ sensitive infrastructures.

The possibilities enabled by Information and Communication Technologies (ICTs) are driving the
evolution and transition of cities to Smart Cities. The ultimate goal is to increase the awareness of
citizens’, companies’ and authorities’ and improve their quality of life while also making it
sustainable. A considerable number of research directions embrace Smart Cities: users' privacy
protection [1], detection of
malicious actions and misuses

ICT key enablers driving

and users' awareness through

social media. More research the transition
efforts are dedicated to specific of cities... .
features of a Smart City. As an Validation,

estimation and

exam;.)le, the energy for(lecast .Distributed protectiorPof
techniques used to predict and parallel the data
consumption and allow the usage data analysis

of alternative energy resources ®5calable and

(e.g., solar or wind power) to be online access L.
scheduled. What all these Gthedata ...to Smart Cities

research fields have in common

is their dependency on the (possibly sensitive) data produced by the devices forming the Internet of
Things (loT) of a city. The possibilities enabled by Smart Cities demand for novel data processing
paradigms to form the expertise of public and private companies. Based on our experience with both
academic and industrial partners, in this article we discuss some of the challenges associated with
data processing in Smart Cities.

Scalable and online access to the data

In a Smart City, millions of messages will be exchanged on a daily basis by hundreds of thousands of
devices (e.g., mobile phones, electrical meters, weather stations, etc.). For example, more than 1.2
million messages are exchanged on a daily basis within an AMI infrastructure (owned by one of our
industrial partners) that covers a metropolitan area with roughly 600,000 inhabitants [2]. The
information generated by such devices could be matched and joined to enhance the management of
Smart Cities. For example, energy or water losses caused by faulty devices could be reduced by
matching the consumption measured by users’ meters with the one measured by other utilities’
systems. To this end, on-the-fly processing of data becomes all the more important while traditional

! published in ERCIM News #98, http://ercim-news.ercim.eu/en98/special/when-smart-cities-meet-big-data
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store-then-process approaches in which each company retrieves its data and stores it in order to
access it sometime in the future might be no longer appropriate.

Think in a distributed and parallel fashion.

Smart Cities will be composed of several independent networks (even within the same stakeholder).
Hence, no centralized application will embrace the information carried by the messages exchanged
by the devices. At the same time, the huge volume of information shared by ICT devices will make
parallel processing a necessity [3]. To this end, pushing the analysis closer to the sources of
information would be a natural way of analyzing the messages exchanged by them and leverage the
information they carry. Challenging aspects in this context will be imposed by the constrained
resources of such devices.

Validate, estimate and protect the data.

Cheap, resource-constrained devices are largely employed to build the networks that will form the
10T of a Smart City. Unfortunately, the data measured and reported by such devices (e.g., energy
consumption readings) is usually noisy and lossy. Reasons of this are not limited uniquely to the
devices themselves (e.g., faulty or badly calibrated devices, lossy or overloaded communication
channels) but can also be caused by (possibly malicious) citizens. As an example, incorrect
consumption readings could be manipulated by malicious users aiming to lower their bills. To this
end, validation schemes, estimation schemes and security countermeasures must be adopted in
order to ensure that who leverages the information is not mislead by incorrect, partial or malicious
data.

The shift from cities to Smart Cities depends on the efficiency with which information is shared
among citizens and private and public companies. This information brings challenges, and, following
the big data revolution, novel processing schemes must be adopted to enable the possibilities that
exist of this domain. All the possibilities enabled by smart cities, like improved quality of life or
energy efficiency, shall build on top of efficient data processing and users’ privacy protection
schemes.

CRISALIS may be contacted at contact@crisalis-project.eu. SysSec may be contacted at the
corresponding contact@syssec-project.eu, followed in twitter (twitter:syssecproject) and Facebook

(http://www.facebook.com/SysSec).
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CHAPTER 9. EUROPEAN CYBER-SECURITY RESEARCH AND

INNOVATION

European Cyber-Security
Research and Innovation

by Federico Maggi, Stefano Zanero, and Evangelos
Markatos

Looking back at the evolution of cyber criminal
activities, from the nineties to the present day, we
observe interesting trends coming together in what may
seem a perfectly orchestrated scene. In parallel with
the ‘security by design’, we recall the importance of
reactive security in a field of ever-changing arms races.

From the Morris Worm to Invisible Malware

In 1988 the Morris Worm [1] marked the beginning of the
first of three decades of malicious software: malware written
by developers to demonstrate their skill. In the early days, it
was not uncommon to find reconnaissance traces identifying
the author purposely buried in the code.

Around the beginning of the 21st century, something
changed. Criminals started to see business opportunities
from compromising and remotely controlling machines.
Since then, opportunistic, organized and profit-driven
attacks have been rising at an extraordinary pace. For the last
10-15 years the cyber criminals' goal has been to infect as
many targets as possible in order to create new botnets or
increase the power of those already in existence. More pow-
erful botnets meant more profit, which came from stolen
information (e.g., credentials, credit cards) or directly from
renting out these attack-as-a-service infrastructures. Our
analysis in Chapter 11 of the Red Book [2] shows that
modern botnets are also extremely resilient, guaranteeing the
cyber criminals long lasting supplies of offensive capabili-
ties.

Today, thanks to the increased sophistication of the
research and industry countermeasures, we observe a slight
reduction of mass-malware attacks, which have become, to
some extent, the background noise of the Internet.
Meanwhile, new and more powerful actors have appeared
on the scene. On the one hand, the criminal organizations
are now more powerful than in the past, thanks to the tech-
nical and financial resources accumulated over the years.
According to our analysis in Chapter 1, the global market of
cyber crime has surpassed one trillion US dollars [3], which
makes it bigger than the black market of cocaine, heroine
and marijuana combined. On the other hand, hacktivists
and state-sponsored attackers have skills and access to
resources like never before. Our sources estimated that, as
0f 2012, about 88% of the EU citizens have been directly or
indirectly affected by cyber-criminal activities. However,
as we analyze thoroughly in Chapter 6, the era of oppor-
tunistic attacks seems to be fading, leaving the floor to
high-profile persons, critical infrastructures, political
activism and strategic espionage, which are now the top
priority of both attackers and defenders. Modern malware
samples evade automated analysis environments used in
industry and research, performing only benign activities up
front, stealthily interspersing unnoticeable malicious
actions with benign ones.
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From Incident Avoidance to Incident Response

The presence of sophisticated threats combined with this ten-
dency to disclose vulnerabilities and an increasing value of the
targeted assets obviously leads to higher levels of risk. We
foresee two strategies to change this scenario and minimize
the risks. The first—and perhaps not very innovative—reac-
tion is to focus on creating less vulnerable systems by,
investing in software quality, using safe programming lan-
guages, etc., and to address the remaining security bugs by cre-
ating tools and methods to find vulnerability and patch sys-
tems faster. However, experiences of recent decades have
taught us that, despite significant advances in software protec-
tion, awareness among vendors, and attack-mitigation tech-
niques, vulnerabilities are continuously being discovered. This
is one of the conclusions that we draw in Chapter 4 of the Red
Book, which focuses exclusively on software vulnerabilities.

What is the answer? Can we be effective in ensuring our sys-
tems' security? Our answer is that innovation in this field
needs to adopt a different definition of security. A secure
system today is not a perfect system, against which any attack
attempt is detected and stopped before damage occurs.
Vulnerabilities, attacks and incidents simply cannot be
avoided. The skills, motivation, resources and persistence of
modern cyber criminals are such that they will get where they
want. We need to change the way we deal with the problem.

Current and Future Approaches

Incident response is not a new process, product or service. It
is important to note that incident response is perhaps the most
human-intensive task in system security after vulnerability
research. Modern incident response should go beyond old-
school control rooms with thousands of alerts and graphs
calling the attention of the overwhelmed analyst. Modern
incident response requires (1) extreme adaptability to new
tools (e.g., malware), techniques and tactics, which change
rapidly, (2) fast access to intelligence data, and (3) deep
understanding of the threat scenario. Gone are the days of
large, complex all-in-one security dashboards, which become
immediately obsolete as the cyber criminals learn to adapt.

To complement the detailed system security research
roadmap given in the Red Book, we conclude by recalling
the importance of effective incident response as one of the
drivers that will foster the next decade of industry and
research innovation.
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