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Buongiorno!

I'm an assistant 
professor at Politecnico 
di Milano, Italy's largest 
engineering school, with 
~38.000 students

My laboratory deals with 
Novel, Emerging 
Computing System 
Technologies, and 
encompasses the system 
security research efforts
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… and I also personally flew one 
of your products!



08/12/124

… and I also personally flew one 
of your products!

Well, sort of...

I “flew” a simulated 
version of I-DISA, an 
Alitalia B777-243 (ER)

Just wished to mention 
that I am an aviation 
enthusiast, and I am 
particularly pleased and 
honored to be here with 
you today!
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Scope of this talk

This talk deals with security of cyber-
physical systems
In particular, with the vulnerabilities at 
the separation layer of such systems
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Security vs. safety

The airline industry has a 
strong safety focus

Safe = unlikely to cause 
unintentional harm

Secure = resilient to 
intentional attack

Many different 
definitions, gray areas
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Cyber-physical systems

Evolution of the 
traditional embedded 
systems for control

E.g. SCADA systems, 
avionics, vehicular 
control and infotainment, 
“smart grid”

I suppose you know 
what's the “naked” CPS 
on the left...
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Vulnerabilities

In information security, a vulnerability is a weakness 
which allows to reduce a system's information 
assurance

More generally, a vulnerability is a weakness in a 
system that makes it susceptible to being damaged, or 
more generally makes it unfit to withstand some 
external condition

We should not confuse the existence of a vulnerability 
with the existence of a threat (e.g. an attacker), or with 
the existence of one or more specific exploits for that 
vulnerability
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Security as managing risks

All (information) systems are vulnerable

This is not a self-justifying mantra, it's a basic fact of 
life: invulnerability, just like perfection, is but an illusion

Vulnerabilities, their exploitability and the existence and 
prevalence of threats combine with the potential of 
damage to create risks

Security is the discipline of managing risk reducing it to 
a tolerable level, balancing the costs

The issue of securing critical systems is the same you 
face in aviation for safety: it is very difficult to gauge 
the product of very low probabilities times very high 
potential damage
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Fact check

Want to check with you some facts

Fact 1: CPS are increasingly involved in critical 
infrastructures and safety-critical systems

Fact 2: CPS are increasingly becoming control loops 
closed without humans in the middle

Fact 3: CPS are evolving towards complex networks of 
complex systems, rather than single, embedded, simple 
systems

Fact 4: threat level by actors likely to act against these 
systems is constantly on the rise
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Fact 1: critical systems
“… potential (cyber)attacks against network infrastructures 

may have widespread and devastating consequences on 
our daily life: no more electricity or water at home, rail and 

plane accidents, hospitals out of service”

Viviane Reding 

VP of European Commission 



Train signals
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Connected cars
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The power grid
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French airplanes (oh, well...)
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Fact 2: no human in the middle
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In the real world...
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Algorithmic trading fails

~40% of share orders in Europe by algorithmic trading; 
5 yrs ago, 20%. In the U.S. 37%. (src: Tabb Group)

Knight trading is just the latest failure

Svend Egil Larsen (Norwegian trader) in 2007 reversed 
the trading algorithm of Timber Hill, a unit of US-based 
Interactive Brokers, found a flaw and exploited it for 
$50,000 (U.S.) in a few months. Not guilty, btw.

Deutsche Bank’s trading algorithms in Japan took out a 
$182-billion stock position by mistake in 2010

“Flash crash” in 2010, Dow Jones Industrial Average 
swung hundreds of points in 20 minutes – exacerbated 
by trading algorithms kicking in
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Fact 3: complexity of networks
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Interconnection...
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… and convergence
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Interconnection (too much of it)
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Fact 4: rising threats

All the data comes 
from the Internet 
Security Threat Report 
2011
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Find the differences...

China's Chengdu J-20 
fighter (circa oct. 
2010) vs. Northrop 
YF-23 (1994)
Remember that 
Northrop was one of 
the first targets of the 
APT (Advanced 
Persistent Threat) 
campaign in 2009
Suggestive, isn't it?
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It's not just about the Chinese
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The slippery slope of cyberwar

Stuxnet: designed to 
sabotage Iran's nuclear 
facilities

Duqu: discovered a few 
months later, possibly 
created earlier, same 
platform as Stuxnet; 
uses zero-day; designed 
to collect data on the 
Iranian nuclear program 
(which ended up in the 
ends of UN)
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And then came the flame

Flamer: enormous 
malware specimen 
discovered in 2012 by 
ITU; intelligence 
gathering; encryption 
zero day (!); component 
link to Stuxnet (!!)

Gauss: similar to the 
others in many way, 
includes banking trojan 
and an encrypted 
payload which wasn't 
cracked yet

No comment to the 
above image (detailing 
diffusion of Flame) is 
probably needed.
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Facts checked!

Fact 1: CPS are increasingly involved in critical 
infrastructures and safety-critical systems

Fact 2: CPS are increasingly becoming control loops 
closed without humans in the middle

Fact 3: CPS are evolving towards complex networks of 
complex systems

Fact 4: threat level by (state/nonstate)-actors likely to 
act against these systems is constantly on the rise

All of this leads, at the same time, to increasing attack 
surfaces, vulnerability exposure, threat prevalence, 
potential damage

What about defense then?
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Where we are: legacy woes
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Forever day bugs

Zero-day: an unknown 
vulnerability exploited by 
an attacker

Forever day: an old, 
beaten-to-death 
vulnerability still around

Most CPS are change 
averse, and thus prone 
to forever day bugs

RuggedCom is in good 
company with ABB, 
Schneider Electric, and 
Siemens

RuggedCom forever day:
Known username, 
fixed password easy to crack, 
impossible to disable
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Where we are going: hardware 
attacks

Rakshasa is a fully functional bootkit 
resident in RAM and invoked by a 
seemingly sane BIOS/firmware

BTW, that's the Microsemi/Actel 
ProASIC3, used on the 787...
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The perfect storm

Vulnerabilities arising at 
the boundary where 
digital and physical 
connect

The trading algorithms 
are a first example

Smart grid vulnerabilities 
are another excellent 
example of possible 
positive feedback loops 
between the two realms
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Conclusions

We are brewing a perfect digital storm with 
unfathomable consequences

We are using complex networks of digital systems to 
control critical infrastructures and safety-critical 
systems, without humans in the loop

Threat level by (state/nonstate)-actors likely to act 
against these systems is constantly on the rise, and we 
are actively contributing to legitimize this

We have issues with zero-days as well as forever-days, 
and we have significant upcoming threats (malicious 
hardware and interstitial layer threats)

We need significant engineering and research 
efforts to get this done and avert the storm
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Questions?

Thank you for your 
attention!

You can reach me at 
s.zanero@computer.org

Or just tweet @raistolo

mailto:s.zanero@computer.org


This presentation was delivered at 
NTIS 2012, a cooperative effort between:

 IEEE Technical Activities Board,
Future Directions Committee

 The Boeing Company

Our research on these topics has been partially funded by the 
European Commission under FP7 project SysSec, and by NATO 

under SfP grant 983805
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