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Introduction

Critical Infrastructures (CI)

The term Critical Infrastructure (CI) underlines the significance of an
infrastructure, which “if disrupted or destroyed, would have a serious
impact on the health, safety, security or economic well-being of citizens”1

1
Communication from the Commission to the Council - Critical Infrastructure Protection in the fight against terrorism.

COM(2004)0702., October 2004.
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Introduction

Industrial Control Systems (ICS): the core of CI

Architecture includes the cyber and physical domains
Typical components:

The physical process: power plant, chemical process, electricity grid
Programmable Logical Controllers (PLC)
Master Terminal Units (MTU - SCADA servers)
Human Machine Interfaces (HMI)
Communication infrastructure
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Introduction

ICS networks vs traditional computer networks2

ICS networks are connected to physical equipment: failure of
industrial networks can have severe repercussions

ICS networks have strong determinism (transmission and reply are
predictable)

ICS communicating nodes are well-known

ICS include strict real-time requirements, e.g., response time less than
1ms

ICS installations have longer lifetimes (at least ten years, compared to
three years for traditional)

2
B. Galloway and G.P. Hancke, Introduction to Industrial Control Networks, IEEE Communication Surveys & Tutorials,

15(2):860-880, 2013.
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Introduction

Industrial Control Systems (ICS): today

Adoption of Ethernet and
IP-based protocols

COTS hardware and software

Advantages: new services and
features, remote monitoring
and maintenance, energy
markets, the newly emerging
smart grids
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Motivation

ICS security today

ICS are not isolated environments

Traditional ICT hardware and software has been strongly integrated
into ICS

Example security concerns:

Old operating systems (Windows NT 3.0/4.0, Windows 2000, BSD)
Rare patching
Low “ICT security perception”

ICS are typically prone to traditional ICT attacks (Code RED,
NIMDA, SLAMMER)
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Motivation

ICS security today

Unfortunately many ICS components are directly accessible from
Internet (see Shodan queries)
Researchers from Free University Berlin have provided a map with
SCADA devices connected to the Internet
Project SHINE discovered more than 1,000,000 SCADA devices
connected to the Internet
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Motivation

Cyber attack impact on ICS

In 2007, the potential impact of cyber attacks has been highlighted
by the Tempe, Arizona incident (improper configuration of load
shedding programs) - result: 141 breakers were opened and there was
significant loss of load (46 minutes power outage)
In August 2010 the discovery of a new kind of malware (Stuxnet)
constituted a turning point in ICS security - result: more than
100,000 infected stations, target: nuclear enrichment centrifuges
Early October 2012 a power company reported a virus infection
(variant of Mariposa) in a turbine control system - result: downtime
for 3 weeks
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Motivation

However ....

Traditional ICT shields

New mitigation techniques

New policies
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Proposed approach

In this paper: SPEAR

SPEAR: systematic approach aimed at modeling the topology of ICS
and automatically generating Snort detection rules

The approach is based on the following assumptions:

ICS architectures, once deployed, remain fixed over long time periods
(more than 10 years)
Communication flows exhibit long-lasting patterns, e.g., connection
patterns
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Proposed approach

Example ICS architecture and communication flows

Turbo-Gas power plant
Green arrows denote allowed communication
Red arrows denote abnormal communication
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Proposed approach

Steps defined in SPEAR

Step 1: modeling the network of ICS (nodes and traffic flows)

Step 2: generating Snort detection rules

ICS network topology 
expert NetLab modeling GUI NS2 script

Python rule generator 
script

Model ICS
Generate 

description

Generate rules

SNORT rule files

Input

SPEAR components
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Proposed approach

ICS model

Network architecture as a traditional graph model G = (V ,E ), where
V is the set of vertices and E ⊆ V × V is the set of edges

Each vertex models typical ICS nodes such as PLC, HMI, RTU, ADS
Edges denote typical connections between network components, e.g.,
wired/wireless links

Traffic defined as tuple t = (s, d , k), t ∈ T , where
T ⊆ V × V × {tcp, udp}
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Proposed approach

Generating ICS rules
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A breadth-first search (BFS) algorithm is applied to find the path
from source to destination (for each traffic flow)

For each ADS along the path Snort rules are generated to whitelist
allowed traffic
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Proposed approach

Generating ICS rules (contd.)

Using BFS algorithm, for each traffic flow t the list of ADSs are
determined (set A)

For each ADS a ∈ A the set of traffic flows is calculated
F a =

⋃
{t|t ∈ T and a ∈ adspath(t)}

The set of rules for each ADS a ∈ A is denoted by Ra

Rules are generated for Snort. Example:

alert tcp 10.1.1.1 any − > 10.1.1.2 any (msg: ”ALERT!”)
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Proposed approach

Generating ICS rules (contd.)

Generated rule 1 (for bidirectional UDP/TCP communications):

({k}, {v},NOT (Ha
v ), anyp, anyp, ALERT!)⇒ Ra

k ∈ {tcp, udp}: protocol

v ∈ V : host

Ha
v : the set of hosts that exchange packets with host v , monitored by

ADS a

... meaning: generate alert if host v exchanges TCP/UDP packets
with any host outside Ha

v
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Proposed approach

Generating ICS rules (contd.)

Generated rule 2 and rule 3 (for unidirectional UDP or no TCP
packets):

({k}, {v},NOT ({v}), anyp, anyp, ALERT!)⇒ Ra

({k},NOT ({v}), {v}, anyp, anyp, ALERT!)⇒ Ra

k ∈ {tcp, udp}: protocol

v ∈ V : host

... meaning: generate alert if host v sends or receives TCP/UDP
packets to/from any host
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Proposed approach

Generating ICS rules (contd.)

Generated rule 4 (no UDP/TCP packets):

({k}, {NOT (V )}, {NOT (V )}, anyp, anyp, ALERT!)⇒ Ra

k ∈ {tcp, udp}: protocol

... meaning: generate alert if any other hosts (outside the monitored
set) exchange TCP or UDP packets
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Proposed approach

Implementation details

We adopted the Emulab NetLab GUI

Was developed within the Emulab project
SPEAR extends the basic GUI with components specific to ICS
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Proposed approach

Implementation details - example

We defined ICS with process and control network
Process network: HMI, MTU and ADS
Control network: three PLCs and ADS
TCP traffic
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Proposed approach

Implementation details - example (contd.)

Typical Emulab ns-2 script

set ns [new Simulator]
source tb compat.tcl
# Nodes
set MTU0 [$ns node]
tb-set-node-os $MTU0 ncSCADA-MTU
set IDS0 [$ns node]
tb-set-node-os $IDS0 ncSCADA-IDS
# Lans
set Switch0 [$ns make-lan ”$firewall0 $IDS0 $PLC0 ...”]
set Switch1 [$ns make-lan ”$firewall0 $HMI0 $IDS1 $MTU0”]
# Event Agents
set tg0 [new Application/Traffic/CBR]
set tg0sink0 [new Agent/TCPSink]
$ns attach-agent $MTU0 $tg0src0
...
$ns run
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Proposed approach

Implementation details - example (contd.)

Generated Snort rules

ipvar $MTU0 [10.1.1.2]
...
1. alert tcp $MTU0 any − > ![$PLC0,$PLC1,$PLC2,$HMI0] any (...)
2. alert tcp ![$PLC0,$PLC1,$PLC2,$HMI0] any − > $MTU0 any (...)
3. alert tcp $HMI0 any − > !$MTU0 any (...)
4. alert tcp !$MTU0 any − > $HMI0 any (...)
5. alert tcp $firewall0 any − > !$firewall0 any (...)
6. alert tcp !$firewall0 any − > $firewall0 any (...)
7. alert tcp ![$MTU0 $PLC0 ...] any − > ![$MTU0 $PLC0 ...] any (...)
8. alert udp any any − > any any (...)

HMI0

MTU0

Switch1

IDS1

firewall0
Switch0

PLC0 PLC1

PLC2

IDS0

B. Genge, D.A. Rusu, and P. Haller SPEAR April 13, 2014 23 / 41



Experimental assessment

Assessment perspectives

SPEAR and its generated rules have been assessed from several
perspectives:

Modeling and generating rules for a laboratory installation with
industrial equipment (synthetic attack)
Modeling and generating rules for a laboratory installation with
traditional PCs (real malware)
Modeling and generating rules for simulated infrastructures (synthetic
attack)
Scalability and execution time of rule generator script
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Experimental assessment

Real industrial equipment + synthetic attack

We have set-up an experiment
consisting of a PLC and HMI software
from ABB

HMI communicated with PLC through
Manufacturing Message Specification
protocol (MMS)

HMI also sends Redundant Network
Routing Protocol (RNRP) packets over
UDP to a specific router

Generic host to run TCP scans
(TCP-SYN, TCP-NULL, TCP-FIN, and
TCP-XMAS) with nmap software
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Experimental assessment

Real industrial equipment + synthetic attack (contd.)
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Experimental assessment

Real industrial equipment + synthetic attack (contd.)

Detection of the network scan with the rules generated by SPEAR
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Experimental assessment

Traditional PCs + real industry-targeting malware

We set-up a network with 4 PCs and a
monitoring box from HP-S8005F (can
monitor up to 16 ports)

We deliberately infected one of the
hosts with Stuxnet

Stuxnet “installed” successfully

Stuxnet infected (after 8 hours) all
other hosts
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SMB vulnerabilityTest Internet 

connectivity
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Experimental assessment

Stuxnet - overview

It was reported in August 2010

The first (known) malware capable to rewrite the logic of control
hardware (Siemens PLCs)

It is believed that the target was Iran’s nuclear program

It affected the normal functioning of centrifuges
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Experimental assessment

Stuxnet - zero-day vulnerabilities

It exploited 4 zero-day vulnerabilities

Exploit LNK vulnerability MS10-046 (Windows 2000, Windows Server
2003 and 2008, Windows Vista, Windows XP, Windows 7)
Exploit MS Spooler vulnerability MS10-061 (Windows 2000, Windows
Server 2003 and 2008, Windows Vista, Windows XP, Windows 7)
Exploit Network Shared Folders and RPC vulnerability MS08-067
(Windows 2000, Windows Server 2003 and 2008, Windows Vista,
Windows XP)
Exploit win32k.sys vulnerability MS10-73 (Windows Server 2003 and
2008, Windows Vista, Windows XP, Windows 7)
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Experimental assessment

Traditional PCs + real industry-targeting malware (contd.)

Stuxnet creates remote file DEFRAG24681.TMP

It copies itself on the other host
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Experimental assessment

Traditional PCs + real industry-targeting malware (contd.)

The newly infected host begins to test for Internet connectivity
(www.windowsupdate.com and www.msn.com)
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Experimental assessment

Traditional PCs + real industry-targeting malware (contd.)

The newly infected host begins to test for Internet connectivity
(www.windowsupdate.com and www.msn.com)
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Experimental assessment

Traditional PCs + real industry-targeting malware (contd.)
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Experimental assessment

Simulated networks, traffic and attack

We recreated in ns-3 a (larger) typical ICS topology with two
networks: control and process

For each network we defined 10 nodes, regular UDP and malicious
traffic

We used SPEAR to model the topology and to generate detection
rules

The ns-3 traffic was exported to pcap files and we used Snort
(configured with SPEAR’s rules) to detect the attack
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Experimental assessment

Simulated networks, traffic and attack (contd.)

Two settings:

Setting 1: attack rate similar to regular traffic
Setting 2: attack rate 30 times smaller than regular traffic
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Experimental assessment

Rule generator execution time

We evaluated the execution time of SPEAR’s rule generator

We generated a total of 10 different topology descriptions (ns-2)

For each topology the dimension was gradually increased with a
number of 10 networks (10hosts + 1 ADS/network)

Traffic was defined between hosts and between networks

B. Genge, D.A. Rusu, and P. Haller SPEAR April 13, 2014 37 / 41



Experimental assessment

Rule generator execution time (contd.)
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Conclusions

Conclusions

The definition of connection patterns in the core of CI can lead to
effective detection of traffic anomalies

The learning phase from other approaches is replaced by expert
knowledge and formal description language

Detection rules are generated for a well-known detection engine: Snort

SPEAR’s main contribution:

It automatizes the rule generation procedure for ICSs and a
well-established detection engine, i.e., Snort, by employing available
open-source tools
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Conclusions

Conclusions (contd.)

Future work:
Extend the supported protocols for more expressive modeling
capabilities
Integrate automated traffic learning techniques (carefully planned)

SPEAR is available as open-source
(http://www.ibs.ro/~bela/conpat.html)
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Thanks

Thank you!
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